
ON LINEAR STOCHASTIC FLOWS

BENIAMIN GOLDYS AND SZYMON PESZAT

Abstract. We study the existence of the stochastic flow associated to a linear stochastic
evolution equation

dX = AXdt +
∑
k

BkXdWk,

on a Hilbert space. Our first result covers the case where A is the generator of a C0-
semigroup, and (Bk) is a sequence of bounded linear operators such that

∑
k ‖Bk‖ < +∞.

We also provide sufficient conditions for the existence of stochastic flows in the Schatten
classes beyond the space of Hilbert-Schmidt operators. Some new results and examples
concerning the so-called commutative case are presented as well.
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1. Introduction

Consider the following linear evolution equation

(1.1) dX = AXdt+
∑
k

BkXdWk, t ≥ s, X(s) = x,

where (Wk) is a sequence of independent standard real valued Wiener processes defined
on a probability space (Ω,F,P), A is the generator of a C0-semigroup

(
etA
)

on a Hilbert
space (H, 〈·, ·〉H) and Bk, k = 1, . . ., are possibly unbounded linear operators on H. By
the solution to (1.1) we understand the so-called mild solution defined as an adapted to
the filtration generated by (Wk) and having continuous trajectories in H process Xx

s (t),
t ≥ s, satisfying the integral equation

Xx
s (t) = e(t−s)Ax+

∑
k

∫ t

s

e(t−r)ABkX
x
s (r)dWk(r), t ≥ s.

For more details see the books of Da Prato and Zabczyk [9] and Flandoli [10].
Let us denote by L(H,H) the space of all bounded linear operators on H. We denote

by ‖ · ‖ the operator norm on L(H,H) and by | · |H the norm on H. Let ∆ := {(s, t) : 0 ≤
s ≤ t < +∞}.

Definition 1.1. We say that (1.1) defines a stochastic flow if there exists a mapping
X : ∆× Ω 7→ L(H,H) such that:

(i) for every s ≥ 0 and x ∈ H, the process X (s, t; ·)(x), t ≥ s, has continuous trajec-
tories in H, P-a.s.,

(ii) for every s ≥ 0 and x ∈ H, we have X (s, t)(x) = Xx
s (t), for all t ≥ s, P-a.s.,

(iii) for all 0 ≤ s ≤ t ≤ r and ω ∈ Ω, X (t, r;ω) ◦ X (s, t;ω) = X (s, r;ω).

Remark 1.2. Property (i) means that for each s and x, the solution Xx
s (t) = X (s, t; ·)(x)

has continuous trajectories. This holds in the most of interesting cases by means of the
so-called Da Prato-Kwapień-Zabczyk factorization, see e.g. [9]. In particular, the solution
has the required property if (Bk) is a finite sequence of bounded operators on H. Note,
that property (iii) of the stochastic flow follows from the existence and uniqueness of the
solution. Finally, note that for all 0 ≤ s ≤ t ≤ r ≤ h and x, y ∈ H, the random variables
X (s, t)(x) and X (r, h)(y) are independent. Stochastic flows with this property are known
as Brownian flows.

The theory of stochastic flows for linear and nonlinear stochastic differential equations
in finite dimensional spaces is well established, see for example [18]. In particular, it is
known that the nonlinear SDE

(1.2) dX = b(X)dt+ σ(X)dW, X(s) = x,

defines a (nonlinear) stochastic flow if b and σ are C1 with bounded derivatives. The proof
of this result requires a Sobolev embedding theorem. The case of additive noise, where σ
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does not depend on X, is easier. Namely, let Y x
s (t), t ≥ s, be the solution to the ordinary

differential equation with random coefficients

(1.3) dY (t) = b (Y (t) + σ(W (t)−W (s))) dt, Y (s) = x.

Then the solutionXx
s to (1.2) is given byXx

s (t) = Y x
s (t)+σ(W (t)−W (s)), and consequently

(1.2) defines a stochastic flow if (1.3) defines a flow.
It is natural to ask a question about the existence of stochastic flow associated to a

stochastic evolution equation

(1.4) dX = (AX + F (X))dt+
∑
k

σk(X)dWk, X(0) = x ,

where H is an infinite-dimensional Hilbert space and A is the generator of a C0-semigroup
on H. If σ does not depend on X, then one can apply the same argument as in in the
finite dimensional case. In this paper we focus on a linear equation (1.1), where F = 0
and σk(x) = Bkx. Skorokhod showed in his famous example [23] that the question of the
existence of the flow for equation (1.1) is much more intricate than in finite dimensions.
In Section 4 we consider a more general version of the Skorokhod example to obtain new
and interesting phenomena.

In general, it is not possible to prove the existence of the flow in infinite dimensions using
the Sobolev embedding theorems that are not available in infinite dimensions. However,
for many nonlinear equations of the form (1.4) the corresponding flows can be obtained
as continuous transformations of the flows corresponding to ordinary or partial differential
equations with random coefficients (see e.g. [1, 2, 3, 4, 6, 7, 8, 12, 20]). In fact, we will
use a similar method in the proof of our main result concerning linear equations. A very
general approach to the question of existence of stochastic flows for non-linear stochastic
partial differential equations can be found in [11].

It is tempting to obtain the existence of the flow X corresponding to linear equation
(1.1) by solving a linear equation

dX = AXdt+
∑
k

BkX dWk, t ≥ s, X (s) = I ,

on the space of bounded operators. Unfortunately, the theory of stochastic integration
on the space of all bounded linear operators on infinite dimensional Hilbert space does
not exist. It is possible however to integrate in some smaller spaces, such as the Schatten
classes. This approach has been applied by Flandoli [10]) in the case of Hilbert-Schmidt
operators. In Section 5 of this paper we use the theory of stochastic integration on M -type
2 Banach spaces to extend the Flandoli result to the scale of Schatten classes Sp for all
p ∈ [2,∞). We will show that in the diagonal case solutions in the Schatten classes can
exist P-a.s. but not in the sense of expected value. In particular, in Proposition 4.3.3 we
give conditions under which Tr(X (t)) < +∞, P-a.s. while ETr(X (t)) = +∞. It would be
interesting to find more general conditions for such a behaviour of stochastic flows.

The paper is organized as follows: in the next section we prove a theorem dealing
with equation (1.1) with a sequence of bounded operators Bk. We do not assume that
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the operators commute, therefore there are no explicit solutions. Then in Sections 4 we
examine the case of commuting Bk. In this case the solution is given in an explicit form,
and this allows us to construct interesting examples that lead to new questions that remain
open. In Section 5 we study the existence of stochastic flows in Schatten classes.

2. Main results

In this section we consider a linear stochastic equation on a separable Hilbert space H:

(2.1) dY = B0Y dt+
∑
k

BkY dWk

driven by a sequence of independent Wiener processes Wk. In theorems below we assume
that B0, B1, . . . is a sequence of bounded linear operators on H such that

(2.2) M :=
∑
k

‖Bk‖ < +∞.

We start with a result on the existence and regularity of the flow.

Theorem 2.1. Assume (2.2). Then equation (2.1) defines a stochastic flow Y on H.
Moreover, for any T ∈ (0,+∞), and q ≥ 1,

(2.3) sup
0≤s≤t≤T

E ‖Y(s, t)‖q < +∞.

Moreover, for every T ∈ (0,+∞), and L = 2, 3, . . ., there exists a constant C such that for
all for 0 ≤ s ≤ t ≤ u ≤ T we have

(2.4) E ‖Y(s, t)− Y(s, u)‖2L ≤ C |t− u|L−1 .

Consequently, by the Kolmogorov test, for any s ≥ 0, P-a.s. Y(s, t) is a Hölder continuous
L(H,H)-valued mapping of t ≥ s, with exponent γ < 1/2. Finally, for any T ∈ (0,+∞),
and L = 2, 3, . . ., there exists a constant C such that for all for 0 ≤ s ≤ t ≤ u ≤ T we have

(2.5) E ‖Y(s, t)− Y(u, v)‖2L ≤ C (|u− s|+ |t− v|)L−1 .

Consequently, by the Kolmogorov test, for any s ≥ 0, P-a.s. Y(s, t) is a Hölder continuous
L(H,H)-valued mapping of (t, s) ∈ ∆, with exponent γ < 1/2.

Theorem 2.2. Assume (2.2). Let B̃ =
∑

k≥1B
2
k, and let Y be the flow defined by (2.1).

Then for all 0 ≤ s ≤ t, Y(s, t) is an invertible operator P-a.s. and Z(s, t) = (Y−1(s, t))
?

is the flow defined by the equation

(2.6) dZ =
(
−B?

0 + B̃?
)
Zdt−

∑
k

B?
kZdWk, Z(s) = z .

Theorem 2.3. Assume (2.2) Then for any generator A of a C0-semigroup on H, equation
(1.1) defines stochastic flow on H.
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Theorem 2.4. Assume that B0, B1, . . . , BN is a finite sequence of commuting generators
of C0-groups on H. Then the equation

dX = B0Xdt+
N∑
k=1

BkXdSWk, X(s) = x

considered in the Stratonovich sense defines stochastic flow on H. Moreover,

X (s, t) = exp

{
(t− s)B0 +

N∑
k=1

(Wk(t)−Wk(s))Bk

}
.

2.1. Proof of Theorem 2.1. Write W0(t) ≡ t. Then (2.1) can be written as follows

dY =
+∞∑
k=0

BkY dWk, Y (s) = x.

Let

Θ :=
+∞⋃
n=1

{0, 1, . . .}n.

Given α ∈ {0, 1, . . .}n we set |α| = n and Bα := Bα1Bα2 . . . Bαn . Let us fix an s ≥ 0.
We define by induction the iterated stochastic integrals. If |α| = 1 and α = (k) := k,
k = 0, 1, . . ., then Ik(t) = Wk(t)−Wk(s). For α ∈ {0, 1, . . .}n we set

Iα(s, t) :=

∫ t

s

Iα̂(s, r)dWα1(r),

where α̂ := (α2, . . . , αn). Then the solution Y x
s to (2.1) is given by

Y x
s (t) = x+

+∞∑
n=1

+∞∑
α : |α|=n

Iα(s, t)Bαx.

Therefore the corresponding flow Y exists and

Y(s, t;ω) = I +
+∞∑
n=1

+∞∑
α : |α|=n

Iα(s, t;ω)Bα

provided the series
+∞∑
n=1

+∞∑
α : |α|=n

Iα(s, t;ω)Bα

converges P-a.s in L(H,H). We have

+∞∑
n=1

+∞∑
α : |α|=n

‖Iα(s, t;ω)Bα‖ ≤ ξ(s, t;ω),
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where

ξ(s, t;ω) :=
+∞∑
n=1

+∞∑
|α|=n

|Iα(s, t;ω)| ‖Bα‖.

Therefore the stochastic flow exists if ξ(s, t) < +∞, P-a.s. Moreover, ‖Y(s, t;ω)‖ ≤
1 + ξ(s, t;ω). In fact we will show that for any T ∈ (0,+∞) and L = 1, 2, 3, . . ., we have

(2.7) sup
0≤s≤t≤T

E ξ2L(s, t) < +∞,

which obviously guarantees (2.3). To this end note that for α : |α| = n ≥ 1 we have

E |Iα(s, t)|2L ≤ C2Ln
L

max{(1, (t− s)2Ln}
n!

(t− s)L−1 =: ηn,L(s, t),

where CL := 2L
2L−1

.

Let α1, α2, . . . , α2L ∈ Θ. By the Schwarz inequality we have

E
2L∏
i=1

|Iαi(s, t)| ≤
2L∏
i=1

(
E |Iαi(s, t)|2L

)1/(2L)

.

Therefore

E ξ2L(s, t) = E

+∞∑
n=1

+∞∑
α : |α|=n

|Iα(s, t)| ‖Bα‖

2L

≤
+∞∑

n1,...n2L=1

∑
αi : |αi|=ni

2L∏
i=1

‖Bαi‖E
2L∏
i=1

|Iαi(s, t)|

≤

+∞∑
n=1

+∞∑
α : |α|=n

‖Bα‖
(
E |Iα(s, t)|2L

)1/(2L)

2L

≤

+∞∑
n=1

(ηn,L(s, t))1/(2L)
+∞∑

α : |α|=n

‖Bα‖

2L

Since

+∞∑
α : |α|=n

‖Bα‖ ≤
+∞∑

α : |α|=n

‖Bα1‖‖Bα2‖ . . . ‖Bαn‖

≤

(
+∞∑
k=1

‖Bk‖

)n

=: Mn,
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we have(
E ξ2L(s, t)

)1/(2L) ≤
+∞∑
n=1

Mn (ηn,L(s, t))1/(2L)

≤
+∞∑
n=1

MnCn
L

(
max{(1, (t− s)2Ln}

n!

)1/(2L)

(t− s)
1
2
− 1

2L < +∞,

which gives (2.7). We will show (2.4) using calculations from the proof of (2.7). Namely,
we have

E ‖Y(s, t)− Y(s, t+ h)‖2L = E

∥∥∥∥∥∥
+∞∑
n=1

+∞∑
α : |α|=n

[Iα(s, t)− Iα(s, t+ h)]Bα

∥∥∥∥∥∥
2L

≤

+∞∑
n=1

+∞∑
α : |α|=n

‖Bα‖
(
E |Iα(s, t)− Iα(s, t+ h)|2L

)1/(2L)

2L

.

Since

E |Iα(s, t)− Iα(s, t+ h)|2L = E |Iα(0, h)|2L ,
and (2.7) holds, for 0 ≤ s ≤ t ≤ u ≤ T we have

E ‖Y(s, t)− Y(s, u)‖2L = E ‖Y(0, 0)− Y(0, u− t)‖2L

= E ξ2L(0, u− t)

≤

(
+∞∑
n=1

(MCL)n
(

max{1, T 2Ln}
n!

)1/(2L)
)2L

(u− t)L−1. �

We are showing now (2.5). We can assume that 0 ≤ s ≤ u. Then there are three cases
(i) : s ≤ t ≤ u ≤ v, (ii) : s ≤ u ≤ t ≤ v and (iii) : s ≤ u ≤ v ≤ t. The first case follows
from (2.4) by elementary calculations. For, we have

E ‖Y(s, t)− Y(u, v)‖2L ≤ 22L
(
E ‖Y(s, t)‖2L + E ‖Y(u, v)‖2L

)
≤ C

(
|t− s|L−1 + |v − u|L−1

)
≤ C (|t− s|+ |v − u|)L−1 = C (t− s+ v − u)L−1

≤ C (v − t+ u− s)L−1 = C (|t− v|+ |s− u|)L−1 .

The cases (ii) and (iii) follow also from (2.3), (2.4), and the flow property of Y . Indeed
consider (ii). Then

‖Y(s, t)− Y(u, v)‖ = ‖Y(u, t) ◦ Y(s, u)− Y(t, v) ◦ Y(u, t)‖
= ‖(Y(u, t) ◦ (Y(s, u)− I)− (Y(t, v)− I) ◦ Y(u, t)‖
≤ ‖Y(u, t)‖ ‖Y(s, u)− Y(s, s)‖+ ‖Y(t, v)− Y(t, t)‖ ‖Y(u, t)‖ .
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Therefore applying the Schwarz inequality, and (2.3) and (2.4) for 4L, we can find a
constant C such that

E ‖Y(s, t)− Y(u, v)‖2L ≤ C
(
|s− u|2L−1 + |t− v|2L−1

)1/2 ≤ C ′ (|s− u|+ |t− v|)L−1 .

Finally in the last case (case (iii)), we have

‖Y(s, t)− Y(u, v)‖ = ‖Y(v, t) ◦ Y(u, v) ◦ Y(s, u)− Y(u, v)‖
= ‖Y(v, t) ◦ Y(u, v) ◦ (Y(s, u)− I) + (Y(v, t)− I) ◦ Y(u, v)‖
≤ ‖Y(v, t)‖ ‖Y(u, v)‖ ‖Y(s, u)− Y(s, s)‖+ ‖Y(v, t)− Y(v, v)‖ ‖Y(u, v)‖ .

Therefore applying the Schwarz inequality, and (2.3) and (2.4) for 4L and 8L, respectively,
we can find a constant C such that

E ‖Y(s, t)− Y(u, v)‖2L ≤ C
(
|s− u|2L−1 + |t− v|2L−1

)1/2 ≤ C ′ (|s− u|+ |t− v|)L−1 .

�.

2.2. Proof of Theorem 2.2. From the first part we can easily deduce the invertibility of
Y(s, t). For, let us fix 0 ≤ s ≤ t < +∞. Consider, the partition s = tn0 < tn1 < . . . tnn = t
such that tnk+1− tnk = t−s

n
. From the Hölder continuity of Y it follows that with probability

1, for any ω ∈ Ω, there is an n(ω) such that∥∥Y(tnk , t
n
k+1;ω)− Y(tnk , t

n
k ;ω)

∥∥ ≤ 1

2
.

Hence, since Y(tnk , t
n
k ;ω) = I, each Y(tnk , t

n
k+1;ω) is invertible. Since

Y(s, t;ω) = Y(tnn−1, t
n
n;ω) ◦ Y(tnn−2, t

n
n−1;ω) ◦ . . . ◦ Y(tn0 , t

n
1 ;ω),

the invertibility of Y(s, t;ω) follows.
From the first part it also follows that (2.6) defines stochastic flow Z. We will first show

that Z?(s, t)Y(s, t) = I. To this end note that for all z, y ∈ H, and 0 ≤ s ≤ t, we have

〈Z?(s, t)Y(s, t)y, z〉H = 〈Y(s, t)y,Z(s, t)z〉H = 〈Y y
s (t), Zz

s (t)〉H .
Next

d〈Y y
s (t), Zz

s (t)〉H = 〈B0Y
y
s (t), Zz

s (t)〉Hdt

+ 〈Y y
s (t), (−B?

0 + B̃?)Zz
s (t)〉Hdt−

∑
k

〈BkY
y
s (t), B?

kZ
z
s (t)〉Hdt

+
∑
k

〈BkY
y
s (t), Zz

s (t)〉HdWk(t)−
∑
k

〈Y y
s (t), B?

kZ
z
s (t)〉HdWk(t)

= 0.

Hence for all y, z ∈ H and 0 ≤ s ≤ t,

〈Z?(s, t)Y(s, t)y, z〉H = 〈y, z〉H ,

and therefore Z?(s, t)Y(s, t) = I, P-a.s. Since Y(s, t) is invertible, Z?(s, t) = (Y(s, t))−1 as
required. �
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2.3. Proof of Theorem 2.3. Recall that (A,D(A)) is the generator of a C0-semigroup
etA, t ≥ 0, on a Hilbert space H. Let Aλ = λA(λI −A)−1 be the Yosida approximation of
A. Consider the following approximation of (1.1),

(2.8) dX = AλXdt+
∑
k

BkXdWk, X(s) = x ∈ H.

Let Xx,λ
s be the solution to (2.8). Recall that Xx

s is the solution to (1.1). It is easy to show
that

(2.9) lim
λ→+∞

E
∣∣Xx,λ

s (t)−Xx
s (t)

∣∣2
H

= 0, ∀ t ≥ s.

Define B0 = 1
2

∑+∞
k=1 B

2
k. Consider the following linear stochastic differential equation.

(2.10) dY = B0Y dt+
∑
k

BkY dWk, Y (s) = x ∈ H.

From the first part of the theorem we know that (2.8) and (2.10) define stochastic flows,
Xλ and Y , respectively. Consider the following equation with random coefficients

(2.11) dG(t) = Y(s, t)−1 (Aλ −B0)Y(s, t)G(t)dt, G(s) = I.

Taking into account Hölder continuity of Y one can see that the solution Gλ exists and

Gλ(t, s) = exp

{∫ t

s

Y(s, r)−1 (Aλ −B0)Y(s, r)dr

}
.

Moreover, see [24], there is a strongly continuous two parameter evolution system G(s, t)
of bounded linear operators on H, such that for any x ∈ H,

(2.12) lim
λ→+∞

Gλ(s, t)x = G(s, t)x, P− a.s.

We will show that (1.1) defines stochastic flow and X (s, t) = Y(s, t)G(s, t). Taking into
account (2.9) and (2.12) it is enough to show that Xx,λ

s (t) = Y(s, t)Gλ(s, t)x, t ≥ s, that is
that Y(s, t)Gλ(s, t)x, t ≥ s, solves (2.8). Clearly Y(s, s)Gλ(s, s)x = x. Next, for any y ∈ H
we have

dY?(s, t)y = Y?(s, t)B?
0ydt+

+∞∑
k=1

Y?(s, t)B?
kydWk(t).

Therefore

d 〈Gλ(s, t)x,Y?(s, t)y〉H =
〈
Y(s, t)−1 (Aλ −B0)Y(s, t)Gλ(s, t)x,Y?(s, t)y

〉
H

+ 〈Gλ(s, t)x,Y?(s, t)B?
0y〉H dt

+
+∞∑
k=1

〈Gλ(s, t)x,Y?(s, t)B?
ky〉H dWk(t),

and consequently we have the desired conclusion

dY(s, t)Gλ(s, t)x = AλY(s, t)Gλ(s, t)xdt+
+∞∑
k=1

BkY(s, t)Gλ(s, t)xdWk(t). �
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2.4. Proof of Theorem 2.4. This part is well known. We present it only for complete
presentation.

Remark 2.5. The trick used in the proof of Theorem 2.3 is well-known in finite dimen-
sional case and in some infinite dimensional cases and is known as the Doss–Sussman
transformation.

There are important and interesting questions: (i) whether the flow X defined by (1.1)
is Hölder continuous L(H,H)-valued mapping of (s, t) ∈ ∆, (ii) if the flow is invertible.
Clearly, see the proof of Theorem 2.1(ii), (i) implies (ii). Unfortunately, if A is unbounded
it is probably impossible that the flow is continuous in the operator norm. Let us recall
that the semigroup etA generated by A is continuous in the operator norm if and only if
A is bounded. In the case when etA, t > 0, are compact it is however possible that etA is
continuous in the operator norm for t > 0. Therefore, we can expect that in some cases
the flow is continuous in the operator norm on the open set 0 < s < t < +∞, see Section
5. Finally note that if the flow X is invertible, than formally Z = (X−1)

∗
is the flow for

the equation

dZ =

(
−A? +

∑
k

(
B2
k

)?)
Zdt−

∑
k

B?
kZdWk.

Unfortunately, only in the case when A generates a group, −A? generates a C0-semigroup,
and therefore the equation is often ill posed.

Example 2.6. This example is an extension of a model that is important in the theory of
random evolution of spins in ferromagnetic materials, see [12].

Let O ⊂ R3 be a bounded domain. For a sequence gk ∈ C (O,R3) we define operators

Bk : L2
(
O;R3

)
→ L2

(
O;R3

)
, Bkx(ξ) = x(ξ)× gk (ξ) , ξ ∈ O ,

where × stands for vector product in R3. It is easy to see that each Bk is skew-symmetric,
that is B∗k = −Bk. Assume that

∑
k ‖gk‖∞ < +∞, hence

∑
k ‖Bk‖ < +∞. Then, by

Theorem 2.1, the stochastic differential equation

dY =
+∞∑
k=1

BkY dWk,

defines stochastic flow Y on L2 and, by Theorem 2.3, Z(s, t) = (Y−1(s, t))
?

is the flow
defined by the equation

dZ = B̃Zdt+
∑
k

BkZdWk.

where B̃ =
∑

k≥1B
2
k.

3. Nonlinear case

The method based on the Doss–Susmann transformation can be generalized to some
non-linear equations, see [11, 16, 17]. Assume that B0, . . . BN ∈ C1(R) is a finite sequence
of functions with bounded derivatives. Let O be an open subset of Rd and let (A,D(A))

10



be the generator of a C0-semigroup on H = L2(O). Consider the following SPDE and SDE
in the Stratonovich sense

(3.1) dX = [AX +B0(X)] dt+
N∑
k=1

Bk(X)dSWk, X(s) = x ∈ L2(O),

(3.2) dy = B0(y)dt+
N∑
k=1

Bk(y)dSWk(t), y(s) = ξ ∈ R.

By the classical theory of SDEs, see e.g. [15, 18], (3.2) defines stochastic flow η(s, t),
0 ≤ s ≤ t, of diffeomorphism of R. Consider now the following stochastic evolution
equation on the Hilbert space L2(O),

(3.3) dY = B0(Y )dt+
N∑
k=1

Bk(Y )dSWk, Y (s) = x ∈ L2(O).

Then (3.3) defines stochastic flow Y on L2(O) and

Y(s, t)(x)(ξ) = η(s, t)(x(ξ)), x ∈ L2(O), ξ ∈ O.
Let Gx

s(t) be the solution to the evolution equation with random coefficients

d

dt
Gx
s(t) = U(s, t, Gx

s(t)), Gx
s(s) = x,

where
U(s, t, y) = [DY(s, t)(y)]−1AY(s, t)(y).

Above, DY(s, t)(y) is the derivative with respect to initial condition y. Clearly we need
to assume that Y(s, t)(Gx

s(t)) is in the domain of A, and DY(s, t)(Gx
s(t)) is an invertible

operator. Then by the Itô–Vencel formula

Xx
s (t) = Y(s, t)(Gx

s(t)).

In [11], this method was applied to equations of the type

dX = A(X)dt+
N∑
k=1

BkXdSWk,

where A is a monotone operator, and (Bk) are first order differential linear operators.

4. Diagonal and commutative case

In this section we will first consider an extension of the Skorokhod example [23]. Let
(ek) be an orthonormal basis of an infinite-dimensional Hilbert space H and let (σk) and
(αk) be sequences of real numbers. We assume that σk ≥ 0. For every k ≥ 1 we define
bounded linear operators Bk = σkek ⊗ ek, and a possibly unbounded operator

A =
+∞∑
j=1

αjej ⊗ ej

11



with the domain

D(A) =

{
x ∈ H :

+∞∑
j=1

α2
j〈x, ej〉2H < +∞

}
.

Let us recall that in the Skorokhod example αk = 0, k = 1, 2, . . ., and σk = σ does not
depend on k.

Proposition 4.1. Consider (1.1) with A,B1, . . . as above. Then the following holds.
(i) For each initial value x ∈ H, (1.1) has a square integrable solution Xx

s in H if and only
if

(4.1) sup
k

(
2αk + σ2

k

)
< +∞.

(ii) Assume (4.1). Then (1.1) defines stochastic flow X if and only if

(4.2) ρ(s, t) := sup
k

{[
αk −

σ2
k

2

]√
t− s+ σk

√
2 log k

)
< +∞, ∀ 0 ≤ s < t.

Proof. Define

ζk(s, t;ω) := exp

{
σk (Wk(t;ω)−Wk(s;ω)) +

(
αk −

σ2
k

2

)
(t− s)

}
.

Clearly random variable ζk(s, t), k = 1 . . . , are independent and

(4.3) E ζk(s, t) = eαk(t−s) and E ζ2
k(s, t) = e(2αk+σ2

k)(t−s).

Consider a finite dimensional subspace V = linspan{ei1 , . . . , eiM} of H. Then for any
x ∈ V , the solution exists and

(4.4) Xx
s (t) =

+∞∑
k=1

ζk(s, t)〈x, ek〉Hek.

Next, note that for any x ∈ H, if Xx
s is a solution, then it has to be of form (4.4). For, if

Π: H 7→ linspan{ei1 , . . . , eiM} is a projection then ΠXx
s = XΠx

s . Therefore, the first claim
follows from (4.3). Next, (1.1) defines a stochastic flow X if and only if

P

{
sup
|x|H≤1

|Xx
s (t)|H < +∞

}
= 1.

Clearly,

P

{
sup
|x|H≤1

|Xx
s (t)|H < +∞

}
= P

{
sup
k
ζ(s, t) < +∞

}
= P

{
sup
k

[
σk (Wk(t)−Wk(s)) +

(
αk −

σ2
k

2

)
(t− s)

]
< +∞

}
.

12



Therefore the desired conclusion follows from the fact that if (Zk) is a sequence of inde-
pendent N (0, 1) random variables, then

lim sup
k→+∞

Zk√
2 log k

= 1, P− a.s.

�

Remark 4.2. Assume (4.1) and (4.2). Let X be the stochastic flow. Then

ETrX (s, t) =
+∞∑
k=1

E ζk(s, t) =
+∞∑
k=1

eαk(t−s).

Note that (4.1) and
∑+∞

k=1 eαk(t−s) < +∞ imply (4.2).

4.1. Beyond integrability. As above, (σk) is a sequence of nonnegative real numbers.
Assume now that αk = 0. Thus

ζk(s, t) = exp

{
−σ

2
k

2
(t− s) + σk (Wk(t)−Wk(s))

}
.

Let us assume that

(4.5) ρ(s, t) := sup
k

{
−σ

2
k

2

√
t− s+ σk

√
2 log k

)
< +∞, ∀ 0 ≤ s < t.

We do not assume however (4.1). Then

X (s, t;ω)(x) =
+∞∑
k=1

ζk(s, t;ω)〈x, ek〉Hek, 0 ≤ s ≤ t, x ∈ H,

is well defined, and since supk ζk(s, t) < +∞, X : ∆ × Ω 7→ L(H,H). Obviously X (s, t)
is a symmetric positive definite operator with eigenvectors (ek) and eigenvalues (ζk(s, t)).
Note that it can happen that E |X (s, t)(x)|2H = +∞. Moreover, if αk = 0 then necessarily
ETr (X (s, t)) = +∞.

Proposition 4.3. Assume (4.5). Then the following holds:

(i) If l ∈ [0,+∞] is an accumulation point of the sequence (σk), then either l = 0 or
l = +∞.

(ii) If σk → 0 then supk σk
√

log k < +∞. In particular, P-a.s. the sequence (ζk(s, t))
of eigenvalues of X (s, t) has accumulation points different from zero, hence X (s, t)
is not compact P-a.s.

(iii) If σk → +∞ then σk√
log k
→ +∞ and X (s, t) is Trace class P-a.s.

Proof. Statement (i) is obvious as σk ≥ 0. The first part of (ii) is obvious. Assume that
σk → 0 and that supk σk

√
log k < +∞. We have to show that P-a.s. the sequence

exp {σk (Wk(t)−Wk(s))} , k = 1, . . .

has accumulation points different from zero, or equivalently that

lim inf
k→+∞

σk (Wk(t)−Wk(s)) > −∞, P− a.s.
13



Since

lim inf
k→+∞

Wk(t)−Wk(s)√
2 log k

= −
√
t− s, P− a.s.

we have

lim inf
k→+∞

σk (Wk(t)−Wk(s)) = −
√
t− s lim sup

k→+∞
σk
√

2 log k > −∞, P− a.s.

We are proving now the last statement od the proposition. Condition (4.5) can be
rewritten in the form

sup
k
σ2
k

(√
2 log k

σk
−
√
t− s
2

)
< +∞, ∀ 0 ≤ s < t.

Since σk → +∞, we have

lim sup
k→+∞

√
2 log k

σk
<

√
t− s
2

, ∀ 0 ≤ s < t,

which leads to the desired conclusion that σk√
log k
→ +∞.

We will use the Kolmogorov three series theorem to show that

TrX (s, t) =
+∞∑
k=1

ζk(s, t) < +∞, P− a.s.

Let us fix s and t. Define Yk = ζk(s, t)χ[0,1] (ζk(s, t)). We need to show that

+∞∑
k=1

P (ζk(s, t) > 1) < +∞,(4.6)

+∞∑
k=1

EYk < +∞,(4.7)

+∞∑
k=1

VarYk < +∞(4.8)

Denoting by Z a normal N (0, 1) random variable and putting b =
√
t−s
2

we obtain

+∞∑
k=1

P (ζk(s, t) > 1) =
+∞∑
k=1

P (Z > bσk)

≤ c+
1√
2π

+∞∑
k=2

1

bσk
e−b

2σ2
k/2 = c+

1√
2π

+∞∑
k=2

1

bσk
e−δk log k

≤ c+ C
+∞∑
k=2

1

kδk

14



with δk =
b2σ2

k

2 log k
. Since δk → +∞, (4.6) follows. Let dQ

dP

∣∣
Ft

= ζk(s, t), where Ft =

σ (Wk(r), k = 1, . . . , r ≤ t). Then WQ
k (r) := Wk(r) − σkr, r ≤ t, are independent Wiener

processes under Q and

log ζk(s, t) =
1

2
σ2
k(t− s) + σk

(
WQ
k (t)−WQ

k (s)
)
.

Therefore,

EYk = E ζk(s, t)χ[0,1] (ζk(s, t)) = Q (ζk(s, t) ≤ 1) = Q
(
Z >

1

2
σk
√
t− s

)
and by the same arguments as above we find that (4.7) holds as well. Finally, since

EY 2
k = E ζ2

k(s, t)χ[0,1] (ζk(s, t)) ≤ EYk,
condition (4.8) is satisfied and the proof is complete. �

4.2. The case of commuting operators. Let us recall that in the Skorokhod example
A = 0 and Bj = ej ⊗ ej are commuting operators. We have

Xx
s (t) =

+∞∑
j=1

exp

{
Wj(t)−Wj(s)−

t− s
2

}
ej ⊗ ej(x)

= lim
N→+∞

N∑
j=1

exp

{
Wj(t)−Wj(s)−

t− s
2

}
ej ⊗ ej(x)

= lim
N→+∞

exp

{
N∑
j=1

ej ⊗ ej
(
Wj(t)−Wj(s)−

t− s
2

)}
(x).

The convergence is not uniform in x. In the last line we calculate the exponent of a bounded
operator

N∑
j=1

ej ⊗ ej
(
Wj(t)−Wj(s)−

t− s
2

)
.

A proof the following simple generalization of Proposition 4.1 is left to the reader. Recall
that a sequence of bounded operators Sn converges to a bounded operator S strongly if
Snx→ Sx for any x ∈ H.

Proposition 4.4. Assume that (Bk) is an infinite sequence of bounded commuting opera-
tors on a Hilbert space H. Then:

(i) For any x ∈ H and s ≥ 0 there is a square integrable solution Xx
s to (1.1) if and

only for all 0 ≤ s ≤ t, the sequence exp {(t− s)
∑n

k=1B
2
k} converges strongly as

n→ +∞. Moreover,

Xx
s (t) = lim

n→+∞
exp

{
n∑
k=1

Bk (Wk(t)−Wk(s)) +B0(t− s)− 1

2

n∑
k=1

B2
k (t− s)

}
x,

where the limit is in L2(Ω,F,P;H).
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(ii) (1.1) generates a stochastic flow if and only if for all 0 ≤ s ≤ t, P-a.s.

exp

{
n∑
k=1

Bk (Wk(t)−Wk(s))−
1

2

n∑
k=1

B2
k (t− s)

}
converges as n→ +∞ in the operator norm.

4.3. System of multiplication operators. In this section we assume that

H = L2(Rd, ϑ(ξ)dξ),

where the weight ϑ : Rd 7→ (0,+∞) is a measurable function. Let W be a Wiener process
taking values in H. Then, see see e.g. [9],

(4.9) W =
∑
k

Wkek ,

where (Wk) are independent real-valued Wiener processes, and {ek} is an orthonormal
basis of the Reproducing Hilbert Kernel Space (RHKS for short) of W .

Consider the equation

(4.10) dX(t) = X(t)dW (t), X(s) = x,

Taking into account (4.9) we can write (4.10) in the form

(4.11) dX(t) =
∑
k

BkXdWk(t), X(s) = x,

where Bk are multiplication operators; Bkh = hek, h ∈ H. Clearly a multiplication opera-
tor h 7→ he is bounded on H if and only if e ∈ L∞(Rd). Note that bounded multiplication
operators commute and are symmetric.

Proposition 4.5. Assume that ek ∈ L∞(Rd). Then:

(i) For any x ∈ H and s ≥ 0 there exists a square integrable solution Xx
s to (4.11) if

and only if
∑+∞

k=1 e
2
k ∈ L∞(Rd). Moreover,

Xx
s (t) = L2 − lim

n→+∞
exp

{
n∑
k=1

(Wk(t)−Wk(s)) ek −
t− s

2

n∑
k=1

e2
k

}
x.

(ii) Assume that
∑+∞

k=1 e
2
k ∈ L∞(Rd). Then (4.11) defines a stochastic flow if and only

if

P

{
ess sup

ξ∈Rd

∑
k

ek(ξ)Wk(t) < +∞

}
= 1,

equivalently iff the process W (t) =
∑

kWk(t)ek lives in L∞(Rd); that is

P
(
W (t) ∈ L∞(Rd)

)
= 1.

(iii) If
∑

k log
√
k|ek| ∈ L∞(Rd), then (4.11) defines stochastic flow on H.

Proof. The first part follows from Proposition 4.4. The second part is a reformulation of the
second part of Proposition 4.4. The las part follows from the law of iterated logarithm. �
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Example 4.6. Assume that W = W (t, ξ) is a spatially homogeneous Wiener process on

Rd, see e.g. [9]. Then W (t) =
∑

k ekWk, where ek = f̂kµ, {fk} is a orthonormal basis of
L2

(s)(Rd, µ) and µ is the spectral measure of W . The sum over finite or infinite number of

indices k. We can assume that ek ∈ L∞(Rd) by choosing suitable fk. Then∑
k

e2
k =

∑
k

∣∣∣f̂kµ∣∣∣2 = µ(Rd).

Therefore, (4.11) has a square integrable solution if and only if µ is finite, that is W is a
random field. The condition P

(
W (t) ∈ L∞(Rd)

)
wich is if and only if condition for the

existence of stochastic flow holds only in some degenerated cases. Namely assume that

W (t, ξ) =
+∞∑
k=1

ak

(
Wk(t) cos〈ξ, ηk〉+ W̃k(t) sin〈ξ, ηk〉

)
,

where {ηk} ⊂ Rd, (ak) ∈ l2, and Wk and W̃k, k ∈ N, are independent real-valued Brownian
motions. Then W = W (t, ξ) is a spatially homogeneous Wiener process. Taking into
account that

lim sup
k→+∞

Wk(t)√
2 log k

=
√
t,

we see the equation defines stochastic flow on any weighted L2-space if
∑

k |ak|
√

log k <
+∞.

Example 4.7. Assume that W is a Brownian sheet on [0, L)d+1 where L ∈ [0,+∞]. To be
more precisely W (t, ξ1, ξ2, . . . , ξd) is a Gaussian random field on [0, L)d+1 with the covari-
ance

EW (t, ξ1, . . . , ξd)W (s, η1, . . . , ηd) = t ∧ s
d∏

k=1

ξk ∧ ηk.

Then

fk =
∂d

∂ξ1, . . . ∂ξd
ek

is an orthonormal basis of L2([0, L)d), respectively. Hence∑
k

e2
k(ξ) =

∑
k

〈χ[0,ξ1]×...×[0,ξd], fk〉2 = ξ1ξ2 . . . ξd.

Therefore (4.11) has a square integrable solution (in L2([0, T )d) if and only if L < ∞.
Clearly, Brownian sheet has continuous trajectories, and therefore for arbitrary T < +∞
and L < +∞ we have P

{
sup0≤t<T,ξ∈[0,L)d W (t, ξ) < +∞

}
= 1. Hence if (4.11) is consid-

ered on a bounded domain the equation defines stochastic flow. Let us observe that the
stochastic flow can be also well defined, but not square integrable, if L = +∞. Indeed, the
stochastic flow exists, if and only if

(4.12) P

{
sup

ξ∈[0,+∞)d

(
W (t, ξ1, . . . , ξd)−

t

2
ξ1ξ2, . . . ξd

)
< +∞

}
= 1.
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5. Equations in Schatten classes

The problem of the existence of the stochastic flow in the finite dimensional case H = Rd

is simple. The flow X (s, t) takes valued in the space of bounded linear operators L(H,H)
that can be identified with the space of d × d matrices M(d × d). We have the following
SDE for X in the space M(d× d);

(5.1) dX = AXdt+ (dW)X , X (s, s) = I,

whereW :=
∑d

k=1 BkWk and I is the identity matrix. By a standard fixed point argument
(5.1) has a unique global solution.

In infinite dimensional case, even if (Bk) is a finite sequence of bounded linear operators,
the situation is different. There is no proper theory of stochastic integration in the space
L(H,H) if H is infinite-dimensional. One can overcome this difficulty by replacing L(H,H)
with a smaller space of operators, such as the Hilbert–Schmidt or, more generally, the
Schatten classes of operators.

5.1. Main result. Let us recall that for every p ∈ [1,+∞) the Schatten class Sp of compact
operators K : H → H is a Banach space endowed with the norm

‖K‖p =

(
+∞∑
k=1

λk (K?K)p/2
)1/p

< +∞ ,

where λk(K
?K) stands for the k-th eigenvalue of K?K. For every p ∈ [1,+∞) the space

Sp is a separable Banach space.

Lemma 5.1. For every p ≥ 2 the space Sp is an M-type 2 Banach space.

Proof. By Propositions 5.4.2 in [13] the space Sp is a UMD space for every p ∈ (1,+∞).
By Proposition 7.1.11 in [14], Sp has type 2 for p ∈ [2,+∞), and by Proposition 4.3.13 in
[13], M-type 2 property follows. �

Lemma 5.1 ensures that if p ≥ 2, then Sp is a right space for stochastic integration, for
more details see e.g. [5]. The definition of the Wiener process given below uses the fact
that L(H,H) = (S1)

?
.

Definition 5.2. Let Bk ∈ L(H,H) for k ≥ 1. We call W =
∑+∞

k=1WkBk a cylindrical
Wiener process on L(H,H) if for every K ∈ S1 the process

WK(t) =
+∞∑
k=1

Tr (KBk)Wk(t) ,

is a real-valued Wiener process, and there is a constant C independent of K such that

(5.2) E
∣∣WK(t)

∣∣2 = t
+∞∑
k=1

(Tr (KBk))
2 ≤ Ct‖K‖2

1 < +∞ .
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Note that condition (5.2) holds if
∑

k ‖Bk‖2
L(H,H) < ∞. Indeed, we have (see Theorem

3.1 in [22])
|Tr (KBk)| ≤ ‖KBk‖1 ≤ ‖Bk‖L(H,H) ‖K‖1

and the claim follows.

Lemma 5.3. Let (A,D(A)) be the generator of a C0-semigroup (etA) on H. For T ∈
L(H,H) we define

(5.3) S(t)T = etA ◦ T, t ≥ 0 ,

and denote S = {S(t); t ≥ 0}. Then:
(a) S = (S(t)) defines a semigroup (but in general not a C0-semigroup) of bounded opera-
tors on L(H,H).
(b) For every p ∈ [1,+∞) we have S(t)Sp ⊂ Sp and S defines a C0-semigroup on Sp.

Proof. Since Sp is an ideal, we have S(t)Sp ⊂ Sp and the operator S(t) : Sp → Sp is bounded.
To prove strong continuity of S on Sp, let us recall that for every p ∈ [1,+∞) the space Sp
is the closure of the space of finite rank operators in the Sp-norm. Let t > 0 and T ∈ Sp
be fixed. There exists a sequence (Tn) of finite rank operators, such that ‖Tn − T‖p → 0.
Choose n such that for t ≤ 1,

‖T − Tn‖p +
∥∥etA (T − Tn)

∥∥
p
< ε .

Since

‖S(t)T − T‖p ≤ ‖S(t) (T − Tn)‖p + ‖S(t)Tn − Tn‖p + ‖T − Tn‖p
≤ ε+ ‖S(t) (T − Tn)‖p

and
lim
t→0
‖S(t)Tn − Tn‖p = 0 ,

the strong continuity follows. �

Let A be the generator of a C0-semigroup (etA) on H and let A be the generator of the
semigroup S defined in Lemma 5.3. Let W be a cylindrical Wiener process on L(H,H).
Consider the following stochastic equation on Sp, where p ≥ 2,

(5.4) dX = AXdt+ (dW)X , X (s) = I.

Definition 5.4. Let p ≥ 1. We will say that a process X (s, ·; ·) : [s,+∞)× Ω 7→ L(H,H)
with continuous paths in L(H,H) is an Sp-valued solution to (5.4) if X (s, ·; ·) : (s,+∞)× 7→
Sp is measurable and adapted,

E
∫ T

s

‖X (t)‖2
pdt < +∞, for any T ∈ (s,+∞),

and

X (t) = S(t− s)I +

∫ t

s

S(t− r)(dW(r))X (r) for t ≥ s, P-a.s..

We have the following result.
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Proposition 5.5. If X is a solution to (5.4) with A as above, then X is the flow corre-
sponding to (1.1).

Theorem 5.6. Assume that there exist constants γ < 1/2 and C > 0 such that

(5.5) ‖S(t)‖p ≤
C

tγ
, t ≤ 1.

Assume thatW =
∑

k BkWk is a cylindrical Wiener process on L(H,H) such that
∑

k ‖Bk‖2 <
+∞ and P (W(t) ∈ L(H,H)) = 1. Then for any s ≥ 0, (5.4) has a unique solution in Sp.
Moreover, (s,+∞) 3 t 7→ X (s, t) ∈ Sp is continuous P-a.s.

Proof. Let us fix 0 ≤ s < T < +∞. Let Ψ be the space of all adapted measurable processes
ψ : (s, T ]× Ω 7→ Sp such that

E
∫ T

s

‖ψ(t)‖2
pdt < +∞.

On Ψ consider the family of equivalent norms

|||ψ|||β :=

(
E
∫ T

s

e−βt‖ψ(t)‖2
pdt

)1/2

, β ≥ 0.

Note that, as (etA) is C0 on H there is a constant C < +∞ such that for t ∈ (s, T ], and
ψ ∈ Ψ, ∑

k

E
∫ t

s

‖S(t− r)Bkψ(r)‖2
pdr ≤

∑
k

E
∫ t

s

‖e(t−r)A‖2‖Bk‖2‖ψ(r)‖2
pdr

≤ C
∑
k

‖Bk‖2 E
∫ t

s

‖ψ(r)‖2
pdr < +∞.

Therefore, by assumption (5.5), the mapping

Iψ(t) := S(t− s)I +

∫ t

s

S(t− r)(dW(r))ψ(r), ψ ∈ Ψ, t ∈ (s, T ],

is well-defined from Ψ into Ψ. For β large enough I is contraction on (Ψ, |‖ · ‖|β). For we
have

|||I(ψ)− I(φ)|||2 ≤ C ′
∑
k

‖Bk‖2E
∫ T

s

e−βt
∫ t

s

‖ψ(r)− φ(r)‖2
pdrdt

≤ C ′′E
∫ T

s

e−βr‖ψ(r)− φ(r)‖2
p

∫ T

r

e−β(t−r)dtdr

≤ C ′′
1

β
|||ψ − φ|||2β.
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Thus by the Banach fixed point theorem there is an X (s, ·) ∈ Ψ such that I (X (s, ·)) =
X (s, ·). What is left is to show that for any ψ ∈ Ψ, the stochastic integral∫ t

s

S(t− r)(dW(r))ψ(r), t ≥ s,

has continuous paths in Sp. Since there exists an α > 0 such that∫ T

s

(t− s)−α‖S(t− s)I‖2
pdt < +∞,

the desired continuity follows from Burkholder inequality by a standard modification of
the Da Prato–Kwapien–Zabczyk factorization method. �

Example 5.7. Assume that A is diagonal A = −
∑

k αkek⊗ek, where (ek) is an orthonormal
basis of H, and αk ≥ 0 are real numbers. Then A generates a C0-semigroup etA, t ≥ 0, on
H. Moreover, etA ∈ Sp for t > 0 if and only if

‖etA‖p =

(∑
k

e−pλkt

)1/p

< +∞.

In particular, we can consider the heat semigroup generated by a Dirichlet Laplacian ∆
in a bounded subdomain of R2 with sufficiently smooth boundary. The eigenvalues of ∆
have asymptotics λkn ∼ k2 + n2, hence∑

k,n

e−pt(k
2+n2) ∼ 1

2tp
,

which yields

‖et∆‖p ∼
(

1

2tp

)1/p

.

Therefore, condition (5.5) is satisfied if and only if p > 2. If Bk : H → H are bounded
operators, such that

∑
k ‖Bk‖2 < +∞, then Theorem 5.6 ensures the existence of the

stochastic flow in Sp for any p > 2, but the Hilbert–Schmidt theory developed in [10]
cannot be directly applied. Note however that in [10], Bk can be unbounded.
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