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ABSTRACT. This paper introduces an analogue of the Solomon descent algebra for the
complex reflection groups of typeG(r, 1, n). As with the Solomon descent algebra, our
algebra has a basis given by sums of ‘distinguished’ coset representatives for certain ‘re-
flection subgroups’. We explicitly describe the structure constants with respect to this
basis and show that they are polynomials inr. This allows us to define a deformation,
or q-analogue, of these algebras which depends on a parameterq. We determine the irre-
ducible representations of all of these algebras and give a basis for their radicals. Finally,
we show that the direct sum of cyclotomic Solomon algebras is canonically isomorphic to
a concatenation Hopf algebra.

1. INTRODUCTION

In a seminal paper [27], Solomon showed that the group algebra of any finite Coxeter
group has a remarkable subalgebra, theSolomon descent algebra. In this paper we con-
struct a similar subalgebra of the complex reflection group of typeG(r, 1, n) and show that
this algebra shares many of properties of the Solomon descent algebras.

Solomon showed that each descent algebra has a distinguished basis for which he gave
an explicit description of the structure constants. This distinguished basis is given by the
sums of the distinguished coset representatives of the parabolic subgroups. Solomon gave
a basis for the radical of the descent algebra and he constructed a natural homomorphism
from the descent algebra into the parabolic Burnside ring ofthe associated Coxeter group.
As a consequence, it follows that the irreducible representations of the Solomon descent
algebras are all one dimensional and that, in characteristic zero, they are naturally indexed
by the conjugacy classes of the parabolic subgroups.

There has been an explosion of research into the descent algebras of Coxeter groups
since Solomon discovered them; see, for example, [2, 5, 6, 7,8, 10, 25]. The study of
the Solomon descent algebras of the symmetric groups has been even more intense be-
cause of connections between these algebras and free Lie algebras,0-Hecke algebras, non-
commutative and quasi-symmetric functions [1, 13, 15, 22],the representation theory of
the symmetric group, and card shuffling and associated random walks [4, 17].

The algebra that we construct in this paper is in many ways a natural generalization
of the Solomon algebra of the symmetric groups. Thecyclotomic Solomon algebra
Sol(Gr,n) is a subalgebra of the group algebra of the complex reflectiongroupGr,n of type
G(r, 1, n). Like Solomon, we define our algebra to be the subalgebra of the group algebra
of Gr,n with basis the ‘distinguished’ coset representatives of a natural class of subgroups
of Gr,n. It turns out that many natural choices of subgroups, and coset representatives
for these subgroups, do not yield a subalgebra of the group algebra (see Remark 8.10).
We show, however, that with respect to the ‘right’ length function, the sums of the mini-
mal length coset representatives of thestandard reflection subgroupsof Gr,n give rise to
a subalgebra ofZGr,n which is free of rank2 · 3n−1. We give an explicit formula for the
structure constants for this basis which is similar to Solomon’s formula for the structure
constants of the descent algebra of the symmetric groupSn.
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One surprising feature of the cyclotomic Solomon algebrasSol(Gr,n) is that the struc-
ture constants of these algebras forn ≥ 0 are polynomials inr which are independent
of n. As a consequence, these algebras admit a simultaneous deformationSolq(n) which
depends on a parameterq. For fixedn ≥ 0, we show that the algebrasSolq(n) are free of
rank2 · 3n−1. We construct and classify the irreducible representations of these algebras
over an arbitrary field, and hence give a basis for the radicalof Solq(n).

A remarkable result of Gessel [16] shows that there is a natural duality between the Hopf
algebra of quasi-symmetric functions and the descent Hopf algebra. This led Malvenuto
and Reutenauer [22] to show that the direct sum of these algebras under the shuffle (or
convolution) product is a Hopf subalgebra of the Hopf algebra of permutations. This Hopf
algebra is dual to the Hopf algebra of quasi-symmetric functions and it is isomorphic to the
Hopf algebra of non-commutative symmetric functions [15].These results are important
because they relate the coproduct of the quasi-symmetric functions with the product in the
descent algebras.

Baumann and Hohlweg[3] showed that there is a similar Hopf algebra structure under
the shuffle product on the spaceG (r) =

⊕

n≥0 ZGr,n of coloured permutations. We prove
that the direct sum of the cyclotomic Solomon algebrasSol(r) =

⊕

n≥0 Z Sol(Gr,n) is a
Hopf subalgebra ofG (r). We show thatSol(r) is a concatenation Hopf algebra and that
Sol(r) has a second bialgebra structure which has the same coproduct asG (r) but where
the product map is induced by group multiplication. We expect that the Hopf algebraSol(r)
is dual to the Hopf algebra of quasisymmetric functions of typeB considered by Hsiao and
Petersen [18].

Different generalizations of the Solomon algebras have been considered by other au-
thors, the most striking of which are the Mantaci-Reutenauer algebras [23]. It is natural
to ask whether the cyclotomic Solomon algebras and the Mantaci-Reutenauer algebras are
isomorphic, at least for typeBn, since they are both free of rank2 · 3n−1. We show in
Remark 8.10 that, in general, these two algebras are not isomorphic. Example 8.9 shows
that, in stark contrast to the Solomon descent algebra, there is no map fromSol(Gr,n) into
the character ring ofGr,n.

This paper is organized as follows. In the second section we introduce the complex re-
flection groupsGr,n and set our notation. In section 3 we define and classify the standard
reflection subgroups ofGr,n and section 4 shows that every coset of a reflection subgroup
has a unique element of minimal length. Sections 4 and 5 give combinatorial descriptions
of the coset and double representatives of the reflection subgroups. This combinatorics
turns out to be closely related to the structure constants ofthe cyclotomic Solomon alge-
bras, which are finally introduced in section 6. The first mainresult of the paper, The-
orem 6.8, determines the structure constants of the cyclotomic Solomon algebras, hence
showing that they are in fact subalgebras ofGr,n. In section 7 we investigate the ‘generic’
cyclotomic Solomon algebras and in section 8 we construct and classify the irreducible rep-
resentations of the cyclotomic algebras and their deformations. In section 9 we show that
the direct sum of the cyclotomic algebras gives rise to a concatenation Hopf algebra which
is a Hopf subalgebra of the Hopf algebras of coloured permutations. Finally, in section 10
we give a second combinatorial interpretation of the structure constants of the cyclotomic
Solomon algebras. We use this to show that the direct sum of the cyclotomic Hopf algebras
comes equipped with a second bialgebra structure which has the same coproduct but where
the product map is induced by group multiplication.

2. COMPLEX REFLECTION GROUPS OF TYPEG(r, 1, n)

This paper is concerned with certain subalgebras of the group algebra of the complex
reflection groups of typeG(r, 1, n), in the Shephard–Todd classification of the finite sub-
groups ofGLn(C) which are generated by (pseudo) reflections. In this sectionwe intro-
duce these groups and study a length function on them.
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Fix positive integersr andn. The complex reflection group of typeG(r, 1, n) is the
groupGr,n which is generated by elementss0, s1, . . . , sn−1 subject to the relations

sr
0 = 1 = s2

i s0s1s0s1 = s1s0s1s0

sisj = sjsi, sisi+1si = si+1sisi+1,

where1 ≤ i ≤ j − 1 ≤ n − 1. This presentation is very similar to the presentation of a
Coxeter group; indeed, ifr ≤ 2 thenGr,n is a Coxeter group. Accordingly, we encode this
presentation in the following “cyclotomic Dynkin diagram”:

ir y y . . . y

s0 s1 s2 sn−1

The node labeled byr indicates that the generators0 has orderr; otherwise, this graph
gives the presentation ofGr,n in exactly the same way as a Dynkin diagram gives the
presentation of the corresponding Coxeter group. Ifr = 1 thenG1,n is isomorphic to the
symmetric group of degreen.

From the presentation ofGr,n it is evident that there is a homomorphism from the
symmetric groupSn intoGr,n which is determined by mapping each transposition(i, i+1)
to si, for i = 1, . . . , n − 1. In fact, this map is injective so we can – and do – identifySn

with the subgroup〈s1, . . . , sn−1〉 via this homomorphism.
The symmetric groupSn acts on{1, 2, . . . , n} from the right. We write this action

exponentially. Thus,w ∈ Sn sends the integeri to iw, for 1 ≤ i ≤ n.
Definet1 = s0 andti+1 = sitisi, for 1 ≤ i < n. Using the relations it is easy to see

that titj = tjti, for all i, j. It follows that the subgroupT = 〈t1, . . . , tn〉 is abelian and,
further, one can show thatT ∼= (Z/rZ)n. It is easy to see that

(2.1) ti w = w tiw , for all w ∈ Sn and1 ≤ i ≤ n,

Hence,T is a normal subgroup ofGr,n. With a little more work we obtain the following
description ofGr,n as an (internal) semidirect product, or wreath product:

(2.2) Gr,n = T ⋊ Sn = 〈s0〉 ≀ 〈s1, . . . , sn−1〉 ∼= (Z/rZ) ≀ Sn.

Let Zn
r = {α = (α1, . . . , αn) : 0 ≤ αi < r }. Forα ∈ Zn

r let tα = tα1
1 . . . tαn

n . Then, as a
set,Gr,n = { tαw : α ∈ Zn

r andw ∈ Sn } and|Gr,n| = rnn!.
Let Π = Πr,n = {t1, . . . , tn, s1, . . . , sn−1}. ThenΠ generatesGr,n because{s0 =

t1, s1, . . . , sn−1} generatesGr,n.

2.3.Definition. TheΠ–length functiononGr,n is the functionℓ = ℓΠ :Gr,n−→N given
by ℓ(g) = min { k ≥ 0 : g = ri . . . rk, for someri ∈ Π }.

2.4.Remark.LetS0 = {s0, s1, . . . , sn−1}. Bremke and Malle [11] have studied the length
functionℓ0 :Gr,n−→N which is defined by

ℓ0(g) = min { k ≥ 0 : g = ri . . . rk, for someri ∈ S0 } .

By definition, ℓ(g) ≤ ℓ0(g), for all g ∈ Gr,n. Furthermore, it is not hard to see that
ℓ(g) ≡ ℓ0(g) (mod 2). Moreover, ifw ∈ Sn then

ℓ(w) = ℓ0(w) = # { (i, j) : 1 ≤ i < j ≤ n andiw > jw } .

(The last equality is well–known; see, for example, [24, Prop. 1.3].) Hence, Proposition 2.5
below gives an effective way of computing theΠ–length function onGr,n.

Forα = (α1, . . . , αn) ∈ Zn
r we set|α| = α1 + · · · + αn.

2.5.Proposition. Suppose thatα ∈ Zn
r andw ∈ Sn. Thenℓ(tαw) = |α| + ℓ(w).
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Proof. By definition ℓ(tαw) ≤ |α| + ℓ(w). Conversely, suppose thattαw = r1 . . . rk,
for someri ∈ Π. Using (2.1) we can move eachti ∈ {r1, . . . , rk} to give a new word
in which all of the elements ofT appear on the left. As every element ofGr,n can be
written uniquely in the formtβv, for β ∈ Zn

r andv ∈ Sn, this new word must betαw. By
(2.1), this rewriting process does not increase theΠ–length of the word, however, it may
decrease theΠ–length if some cancellation occurs. Hence,k ≥ |α|+ ℓ(w), completing the
proof. ¤

2.6.Corollary. Suppose thatα ∈ Zn
r and thatw ∈ Sn. Then

ℓ(tj · t
αw) =

{

ℓ(tαw) + 1, if αj < r − 1,

ℓ(tαw) − r + 1, if αj = r − 1,

for 1 ≤ j ≤ n andℓ(si · t
αw) = |α| + ℓ(siw), for 1 ≤ i < n − 1.

Note thattαw·tj = t
jw−1 ·tαw by (2.1) andℓ(tαw·si) = |α|+ℓ(wsi), for 1 ≤ i < n−1

and1 ≤ j ≤ n. Hence, Corollary 2.6 can be used to computeℓ(g · tαw) andℓ(tαw · g),
for anyg ∈ Gr,n.

It is sometimes convenient to describeGr,n combinatorially as a set of ‘words’. Fix a
primitive rth root of unityζ = exp(2πi/r) ∈ C and set

n = {1, 2, . . . , n} and nζ = {mζi : m ∈ n and0 ≤ i < r } .

Recall that ifz ∈ C then|z| is the complex modulus ofz. In particular, ifmζi ∈ nζ then
|mζi| = m. Define aword in nζ to be an element of the set

Gr,n = {ω = (ω1, . . . , ωn) : ωi ∈ nζ and{|ω1|, . . . , |ωn|} = n } .

If ω = (ω1, . . . , ωn) is a word then we abuse notation and writeω = ω1 . . . ωn.
There is a faithful right action ofGr,n onGr,n given by

ω1 . . . ωn · tαw = ζα1ω1w . . . ζαnωnw ,

for α ∈ Zn
r andw ∈ Sn. Consequently, there is a natural bijectionGr,n → Gr,n given

by tαw 7→ 1 . . . n · tαw, so that|Gr,n| = rnn! = |Gr,n|. Thus, we have described the
regular representation ofGr,n as the permutation representation on the set of wordsGr,n.
Equivalently,Gr,n is the group of permutations ofnζ such that(mζi)g = mgζi, for all
m ∈ n, 0 ≤ i < r andg ∈ Gr,n.

3. REFLECTION SUBGROUPS

Recall thatΠ = {t1, . . . , tn, s1, . . . , sn−1}. In this section we define the reflection
subgroups ofGr,n and show that every coset of a reflection subgroup contains a unique
element of minimalΠ–length.

3.1.Definition. A (standard) reflection subgroupof Gr,n is a subgroup which is gener-
ated by a subset ofΠ.

Geometrically, a reflection subgroup ofGr,n should be any subgroup which is generated
by elements which act by (pseudo) reflections in the reflection representation ofGr,n. All
of the elements ofΠ act as reflections in the reflection representation ofGr,n, so every
standard reflection subgroup is a reflection subgroup in thisgeometric sense. Ifr > 2 then
it is not difficult to see that there are ‘geometric reflectionsubgroups’ ofGr,n which are
not standard reflection subgroups.

If J ⊆ Π let GJ = 〈J〉 be the corresponding (standard) reflection subgroup ofGr,n.
This notation is inherently ambiguous because it can happenthatGJ = GK even though
J 6= K, for J,K ⊆ Π. For example,GΠ = Gr,n = GS0

(recall thatS0 = {s0, s1, . . . , sn−1}),
and yetΠ 6= S0 if n > 1. We start our study of the reflection subgroups by resolving this
ambiguity.
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A composition of n is a sequenceµ = (µ1, . . . , µk) of positive integers which sum
to n. A signed compositionof n is a sequence of non–zero integersµ = (µ1, . . . , µk)
such that|µ| = |µ1| + · · · + |µk| = n. Let Λ±

n be the set of signed compositions ofn and
let Λn be the set of compositions ofn. ThenΛn ⊆ Λ±

n .
If µ = (µ1, . . . , µk) ∈ Λ±

n let µ+ = (|µ1|, . . . , |µk|) and−µ = (−µ1, . . . ,−µk). Then
µ+ ∈ Λn is a composition ofn and−µ ∈ Λ±

n . We set|µ|+ = 1
2

∑k
i=1(µ

+
i + µi), so

that |µ|+ is the sum of the positive parts ofµ. Similarly, let |µ|− = 1
2

∑k
i=1(µ

+
i − µi) be

the absolute value of the sum of the negative parts ofµ. Then|µ| = |µ|− + |µ|+ = n.
Finally, setµ0 = 0 andµi = |µ1| + · · · + |µi|, for i ≥ 1.

3.2.Definition. Suppose thatµ = (µ1, . . . , µk) ∈ Λ±
n is a signed composition. Define

Πµ =
⋃

1≤i≤k

{sµi−1+1, . . . , sµi−1} ∪
⋃

1≤i≤k
µi>0

{tµi−1+1, . . . , tµi
}.

ThenΠµ ⊆ Π so we setGµ = GΠµ
.

Let S = {s1, . . . , sn−1} ⊆ Π. Suppose thatµ ∈ Λ±
n . ThenΠµ ⊆ S if and only

if −µ ∈ Λn. In general,Πµ ⊆ Π and the reflection subgroupGµ is conjugate to the
reflection subgroup

Gµ
∼=

∏

µi>0

Gr,µi
×

∏

µj<0

S−µj

of Gr,n. Moreover,{Gµ : µ ∈ Λ±
n } is the complete set of reflection subgroups ofGr,n.

3.3. Proposition. Suppose thatn ≥ 1, r ≥ 2 and thatJ ⊆ Π. ThenGJ = Gµ, for a
unique signed compositionµ ∈ Λ±

n . Consequently,Gr,n has2 · 3n−1 distinct reflection
subgroups.

Proof. We prove both statements in the Proposition by induction onn. If n = 1 then
G∅ = G(1) andGΠ = G(−1) are the only reflection subgroups ofGr,1 so the Proposition
holds. In particular,Gr,1 has|Λ±

1 | = 2 reflection subgroups.
Suppose then thatn > 1 and observe thatΠr,n = Πr,n−1 ∪ {sn−1, tn}. Let G′ =

Gr,n−1. ThenGµ ∩ G′
r,n is a reflection subgroup ofG′ and, by induction onn, every

reflection subgroup is of the formG′
µ, for someµ = (µ1, . . . , µk) ∈ Λ±

n−1. Now, tn−1 ∈
G′

µ if and only if µk > 0, so one can check that

〈G′
(µ1,...,µk), sn−1, tn〉 =

{

〈G′
(µ1,...,µk−1,µk), sn−1〉, if µk > 0,

〈G′
(µ1,...,µk−1,−µk), sn−1〉, if µk < 0.

Consequently, the reflection subgroups ofGr,n are precisely the groupsG′
µ, 〈G′

µ, tn〉, and
〈G′

µ, sn−1〉, whereµ = (µ1, . . . , µk) ∈ Λ±
n−1. Moreover, by (2.2) the groups arising this

way for differentµ ∈ Λ±
n−1 are all distinct. Applying the definitions,

G(µ1,...,µk,−1) = G′
(µ1,...,µk),

G(µ1,...,µk,1) = 〈G′
(µ1,...,µk), tn〉,

G(µ1,...,µk+εk) = 〈G′
(µ1,...,µk), sn−1〉,

whereεk = 1 if µk > 0 andεk = −1 if µk < 0. Hence, the reflection subgroups ofGr,n

are naturally indexed by the signed compositions ofn. Consequently, by induction,Gr,n

has3|Λ±
n−1| = 2 · 3n−1 reflection subgroups. ¤

It follows from the definitions and Proposition 3.3 thatΠµ is the unique maximal subset
of Π (under inclusion) which generates the reflection subgroupGµ. In contrast, ifµ ∈ Λ±

n

then the reader can check that there are
∏

i:µi>0 µi distinct minimal subsets ofΠ which
generateGµ. Thus, the (minimal) subsets ofΠ which generate the reflection subgroups
are, in general, not unique.
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4. DISTINGUISHED COSET REPRESENTATIVES.

In this section we describe, both algebraically and combinatorially, a set of ‘distin-
guished’ coset representatives for the reflection subgroups ofGr,n.

Fix a compositionλ = (λ1, . . . , λk) of n. ThenSλ = Sλ1
× · · · ×Sλk

is a parabolic,
or Young subgroup ofSn. According to our conventionsSλ = G−λ, soSλ is a reflection
subgroup ofGr,n. Let

Dλ = { d ∈ Sn : ℓ(d) ≤ ℓ(w) for all w ∈ Sλd } .

Then, as is well–known,Dλ is a complete set of right coset representatives forSλ in Sn.
Moreover, ifd ∈ Dλ thend is the unique element of minimal length in the cosetSλd;
see, for example, [14, Prop. 2.1.1]. It is not hard to see thatTDλ is a complete set of
minimal length coset representatives forG−λ = Sλ in Gr,n. We want to generalize this
observation to all reflection subgroups.

Recall that ifµ = (µ1, . . . , µk) ∈ Λ±
n thenµ+ = (|µ1|, . . . , |µk|) is a composition ofn.

Consulting the definitions,Gµ ∩ Sn = Sµ+ . Similarly, define

Tµ = Gµ ∩ T = 〈ti | ti ∈ Gµ〉

= 〈ti | µj−1 < i ≤ µj for somej with µj > 0〉.

Then,Tµ
∼= (Z/rZ)|µ|

+

.
With this notation, (2.2) gives the following description of Gµ as a semidirect product

of Tµ andSµ+ .

4.1.Lemma. Suppose thatµ ∈ Λ±
n . ThenGµ = Tµ ⋊ Sµ+ .

SinceT ∼= (Z/rZ)n is an abelian group, every subgroup ofT is a normal subgroup
of T . In particular, ifGµ is a reflection subgroup ofGr,n thenTµ is normal inT and
T/Tµ

∼= (Z/rZ)|µ|
− ∼= T−µ. Further,TµT−µ = T = T−µTµ, for all µ ∈ Λ±

n .
Mimicking the definition ofDµ+ we have:

4.2.Definition. Suppose thatµ ∈ Λ±
n . Set

Eµ = { e ∈ Gr,n : ℓ(e) ≤ ℓ(g) for all g ∈ Gµe } .

We can now prove the main result of this section which shows that Eµ is a (distin-
guished) set of coset representatives forGµ in Gr,n.

4.3.Theorem. Suppose thatµ ∈ Λ±
n . ThenEµ = T−µ × Dµ+ andEµ is a complete set of

right coset representatives forGµ in Gr,n.

Proof. We first show thatT−µ × Dµ+ is a complete set of coset representatives forGµ

in Gr,n. Suppose thattαw ∈ Gr,n, whereα ∈ Zn
r andw ∈ Sn. Defineβ = (β1, . . . , βn) ∈

Zn
r by

βi =

{

αi, if ti /∈ Gµ ⇐⇒ ti ∈ T−µ,

0, if ti ∈ Gµ ⇐⇒ ti /∈ T−µ.

Then, by definition,tβ ∈ T−µ. Moreover,Gµtαw = Gµtβw andℓ(tαw) ≥ ℓ(tβw), with
equality if and only ifα = β.

Write w = vd, wherev ∈ Sµ+ andd ∈ Dµ+ . Let γ = βv = (β1v , . . . , βnv ). Then
tβv = vtγ , by (2.1), so thattγ = v−1tβv ∈ T−µ sinceSµ centralizesT−µ. Consequently,
Gµtαw = Gµtγd, wheretγ ∈ T−µ andd ∈ Dµ+ . However, by Lemma 4.1,

[Gr,n : Gµ] = [T : T−µ] · [Sn : Sµ+ ] = #(T−µ × Dµ+).

Therefore,T−µ × Dµ+ is a complete set of right coset representatives forGµ in Gr,n.
It remains to prove thatEµ = T−µ × Dµ+ . Suppose that, as above, we haveGµtαw =

Gµtγd, for α ∈ Zn
r , w ∈ Sn, tγ ∈ T−µ andd ∈ Dµ+ . The argument of the first paragraph

shows thatℓ(tγd) ≤ ℓ(tαw) with equality if and only iftα ∈ T−µ andw ∈ Dµ+ . That is,
if and only if α = γ andw = d. Hence,Eµ = T−µ × Dµ+ as claimed. ¤
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Theorem 4.3 shows that every coset of a reflection subgroup contains a unique element
of minimal Π–length. We callEµ the set ofdistinguished coset representativesfor Gµ

in Gr,n.

4.4.Example Suppose thatr ≥ 2 and considerGr,2 = (Z/rZ) ≀ S2. Then Π =
{t1, t2, s1} and Gr,2 has six reflection subgroups. The following table describesthese
groups and the corresponding sets of distinguished right coset representatives.

µ Gµ Πµ Eµ

(−1,−1) 1 ∅ T × S2

(1,−1) { tk1 : 0 ≤ k < r } {t1} 〈t2〉 × S2

(−1, 1) { tk2 : 0 ≤ k < r } {t2} 〈t1〉 × S2

(1, 1) T {t1, t2} S2

(−2) S2 {s1} T
(2) T ⋊ S2 {t1, t2, s1} 1

For each reflection subgroup we have given the factorizationof Eµ from Theorem 4.3.
Observe that the reflection subgroups do not depend in a crucial way onr and that|Eµ| =
|Gr,n|/|Gµ| is a polynomial inr, for µ ∈ Λ±

n (andr ≥ 2). ♦

We now give combinatorial interpretations of the set of distinguished coset representa-
tivesEµ, for µ ∈ Λ±

n , which is similar to the description ofDµ+ in terms of row standard
tableaux (see [24, Prop. 3.3]).

Fix a compositionλ ∈ Λn. Thediagram of λ is the set

[λ] = { (i, j) ∈ N2 : 1 ≤ j ≤ λi and1 ≤ i ≤ ℓ(λ) } .

Hereℓ(λ) is the number of non–zero parts ofλ. We think of[λ] as being an array of boxes
in the plane.

Now suppose thatµ ∈ Λ±
n . A µ–tableau is a mapt : [µ+] −→ nζ . We identify aµ–

tableau with a diagram forµ+ which is labeled by elements ofnζ . If t is a µ–tableau
let |t| be the tableau obtained by taking the complex modulus of the entries int; that is,
|t|(x) = |t(x)|, for all x ∈ [µ+].

4.5.Example Let µ = (2,−3, 1,−1). Then fourµ–tableaux are:

1 2

3 4 5

6

7

1 2

3ζ 4ζ
2
5ζ

3

6

7ζ
4

3 6

2ζ 5ζ
2
7ζ

3

1

4ζ

and 7 6ζ

2ζ 5ζ
2
3ζ

3

1

4ζ

.

♦

As remarked at the end of section 2 we can think ofGr,n as the group of permutations
of nζ such that(mζi)g = mgζi, for all mζi ∈ nζ and all g ∈ Gr,n. Consequently,
Gr,n acts on the set ofµ–tableaux by composition of maps. Thus, ift is aµ–tableau and
g ∈ Gr,n thent

g is the tableau withtg(x) = t(x)g, for x ∈ [µ+].
Let t

µ be theµ–tableau which has the numbers1, . . . , n entered in order, from left to
right and then top to bottom, along the rows of[µ+]. The firstµ–tableau in Example 4.5
is t

µ whenµ = (−2, 3,−1, 1).
So far none of the combinatorial definitions above distinguish between compositions

and signed compositions. We now single out a set ofµ–tableaux that are in bijection
with Eµ. First, define a total order¹ onnζ by declaring thataζi ¹ bζj if a < b, or a = b
andi > j. Then

ζm−1 ¹ ζm−2 ¹ · · · ¹ ζ ¹ 1 ¹ 2ζm−1 ¹ · · · ¹ 2 ¹ · · · ¹ nζm−1 ¹ · · · ¹ n.

4.6. Definition. Suppose thatµ ∈ Λ±
n . A µ–tableaut is row standardif it satisfies the

following three conditions:

a) The set of entries in the tableau|t| is {1, . . . , n}.
b) The entries in rowi of t belong to{1, . . . , n} wheneverµi > 0.
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c) In each row the entries oft appear, from left to right, in increasing order with respect
to¹.

For example, the first three of the(2,−3, 1,−1)–tableaux in Example 4.5 are row stan-
dard. The last tableau in this example is not row standard because it fails conditions (b)
and (c).

The action ofGr,n on the set ofµ–tableau which satisfy condition (a) of Definition 4.6
gives a realization of the regular representation ofGr,n. Consequently, the mapg 7→ t

µg,
for g ∈ Gr,n, is a bijection fromGr,n to the set of theseµ–tableaux. Ift is such aµ–tableau
let dt be the unique element ofGr,n such thatt = t

µdt.

4.7.Proposition. Suppose thatµ ∈ Λ±
n . Then

Eµ = { dt : t is a row standardµ–tableau} .

Proof. By definition, the orbittµGµ = { t
µg : g ∈ Gµ } of t

µ underGµ consists of all
those tableaux which can be obtained by permuting the entries of each row oftµ and
multiplying the entries in rowi by a power ofζ whenµi > 0. Consequently,tµ is the
unique row standardµ–tableaux intµGµ, so that each right coset ofGµ in Gr,n contains a
unique elemente such thattµe is row standard. Now,Eµ = T−µDµ+ by Theorem 4.3 and
T−µ acts ontµ by multiplying the entries in rowi by different powers ofζ whenµi < 0.
If d ∈ Dµ+ then it is well–known that the entries intµd increase from left to right along
each row; see, for example, [24, Prop. 3.3]. Hence,t

µe is row standard whenevere ∈ Eµ.
This completes the proof. ¤

In the case of the symmetric groups the set of distinguished coset representatives can be
described combinatorially in terms of ‘descents’. Explicitly, if w ∈ Sn then itsdescent
set is

Des(w) = { s ∈ S : ℓ(sw) < ℓ(w) } = { si : 1 ≤ i < n andiw > (i + 1)w } .

If µ is a composition ofn then the connection between distinguished coset representatives
and descents is that

(4.8) Dµ = { d ∈ Sn : Des(d) ⊆ S − Π−µ } .

There is an analogous description ofEµ, for µ ∈ Λ±
n . If α ∈ Zn

r define thecolour of tα

to be the setCol(tα) = { ti ∈ T : αi > 0 } . Then using Theorem 4.3 it is easy to see that
if µ ∈ Λ±

n then

Eµ = { tαw ∈ Gr,n : Col(α) ∪ Des(w) ⊆ Π − Π−µ } .

We remark that it is easy to rephrase this last statement combinatorially in terms of words
in Gr,n.

4.9.Remark. It is easy to check thatE −1
µ = D−1

µ × T−µ = D−1
µ × T−µ is a complete set

of left coset representatives forGµ in Gr,n. Moreover,e ∈ E −1
µ if and only if ℓ(e) ≤ ℓ(g)

for all g ∈ eGµ, so every left coset ofGµ in Gr,n contains a unique element of minimal
Π–length.

4.10.Remark. Mak [20] has shown that every coset of a reflection subgroup contains a
unique element of minimal length with respect to the length function ℓ0 defined in Re-
mark 2.4. Mak’s set of coset representatives is different from Eµ. Nonetheless, it does
admit a factorization which is similar to the factorizationof Eµ given in Theorem 4.3. To
describe this ifµ = (µ1, . . . , µk) ∈ Λ±

n then set

E
′
µ =

∏

k≥j≥1
µj<0

∏

µj≥i>µj−1

[

{1} ∪ { sµj−1+1sµj−1+2 . . . si−1t
k
i : 1 ≤ k < r }

]

×Dµ,
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where the product is taken in order from left to right in termsof decreasing values ofi.
One can show thatE ′

µ is Mak’s set of coset representatives forGµ in Gr,n. As we will
never need this result we leave the proof to the reader.

5. DOUBLE COSET REPRESENTATIVES

Our next aim is to describe the double cosets of reflection subgroups. In order to do this
we first recall some well–known facts about the symmetric groupSn. Suppose thatµ andν
are compositions ofn. ThenSµ andSν are Young, or parabolic, subgroups ofSn. Set
Dµν = Dµ ∩ D−1

ν . ThenDµν is a complete set of(Sµ,Sν)–double coset representatives
in Sn; see, for example, [24, Prop. 4.4]. Moreover, ifd ∈ Dµν thend−1

Sµd ∩ Sν is a
Young subgroup ofSn; see, for example, [24, Lemma 4.3]. Defineµd∩ν to be the unique
composition ofn such thatSµd∩ν = d−1

Sµd ∩ Sν . We remark that the composition
µd ∩ ν can be determined by comparing the row stabilizers of the tableauxt

µd andt
ν .

5.1.Lemma. Suppose thatµ, ν ∈ Λ±
n andd ∈ Dµ+ν+ . Thend−1Gµd∩Gν is a reflection

subgroup ofGr,n.

Proof. The groupGν consists of those elements ofGr,n which act ontν by first multiply-
ing each entry of rowl by possibly different powers ofζ, if νl > 0, and then permuting the
entries in each row of the resulting tableaux. Similarly, the groupd−1Gµd consists of those
elements ofGr,n which act on the row standard tableaut

µd by multiplying each entry of
row k by different powers ofζ, if µk > 0, and then permuting the entries in each row.
Consequently, the subgroupd−1Gµd ∩ Gν is generated by the elements{si, tj}, wherei
runs over those integers for whichi andi+1 are in the same row oftν and in the same row
of t

µd, andj ∈ n is in row l of t
ν with νl > 0 andj is in rowk of t

µd with µk > 0 (cf. the
proof of [24, Lemma 4.3]). Therefore,d−1Gµd ∩ Gν = Gσ, whereσ is the unique signed
composition such thatσ+ = µ+d ∩ ν+ andσi > 0 if and only if νj > 0 andµk > 0,
whereσi appears in rowj of t

ν and rowk of t
µd. ¤

Suppose thatd ∈ Dµ+ν+ , for µ, ν ∈ Λ±
n . Thend−1 ∈ Dν+µ+ , sinceDν+µ+ = D

−1
µ+ν+ .

Therefore,Gµ ∩ dGνd−1 is also a reflection subgroup ofGr,n.

5.2. Definition. Suppose thatµ, ν ∈ Λ±
n and d ∈ Dµ+ν+ . Thenµd ∩ ν is the signed

composition ofn such thatGµd∩ν = d−1Gµd ∩ Gν andµ ∩ dν is the signed composition
such thatGµ∩dν = Gµ ∩ dGνd−1.

Note that the proof of Lemma 5.1 gives a recipe for computingµd ∩ ν. Note also that
µd ∩ ν = d−1µ ∩ ν, for d ∈ Dµ+ν+ andµ, ν ∈ Λ±

n .
We now describe a set of(Gµ, Gν)–double coset representatives. We do this by gener-

alizing the description of the double cosets of the Young subgroups of the symmetric group
in terms of row semistandard tableaux.

5.3.Definition. Suppose thatµ ∈ Λ±
n . A µ–tableauT : [µ+]−→nζ is row semistandard

if

a) The entries in rowi of T belong to{1, . . . , n} wheneverµi > 0.
b) The entries in each row ofT appear in weakly increasing order, from left to right,

with respect to¹.

There is a map from the set of row semistandard tableau to the set of row standard
tableaux. To define this first observe that a row semistandardµ–tableauT determines a
unique total order<T on [µ+] wherex <T x′, for x, x′ ∈ [µ+], if

a) |T(x)| < |T(x′)|, or
b) |T(x)| = |T(x′)| andx is in an earlier row of[µ+] thanx′, or
c) |T(x)| = |T(x′)| andx andx′ are in the same row andx is to the left ofx′.
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Let x1 <T · · · <T xn be the nodes in[µ+]. Then theµ–tableauT∗ is defined by the
requirements that|T∗(xi)| = i andarg T∗(xi) = arg T(xi), for 1 ≤ i ≤ n. By construc-
tion, T∗ is a row standardµ–tableaux. Moreover, it is easy to see that the mapT 7→ T∗ is
injective.

5.4.Definition. Suppose thatµ, ν ∈ Λ±
n and letT be aµ–tableau. ThenT hastypeν if

a) |νj | = # {x ∈ [µ+] : |T(x)| = j }, for j ≥ 1.
b) If νj > 0 thenνj = # {x ∈ [µ+] : T(x) = j }.

LetTζ(µ, ν) = {T : [µ+]−→nζ : T is row semistandardµ–tableau of typeν }. If µ andν
arecompositionsletT (µ, ν) = {T : [µ+]−→n : T is row semistandardµ–tableau of typeν }.

See Example 5.9 below for these definitions in action.

5.5 ([24, Prop. 4.4]). Suppose thatµ, ν ∈ Λn. Then

Dµν = { dT∗ : T ∈ T (µ, ν) }

is a complete set of(Sµ,Sν) double coset representatives inSn. Moreover, ifd ∈ Dµν

thenℓ(d) ≤ ℓ(w), for all w ∈ SµdSν , with equality if and only ifw = d.

If t is a row standard tableau letν(t)′ be the tableau obtained by replacing each en-
try mζa in t with kζa′

if m appears in rowk of t
ν , wherea′ = 0 if νk > 0 anda′ = a

otherwise. Now defineν(t) to be the row semistandard tableau obtained by reordering
the entries in each row ofν(t)′ so that they are in increasing order. Thenν(t) is a row
semistandard tableau of typeν.

For example, letν = (2,−2, 1) and t = 3 4ζa
5ζb

1 2

, where0 ≤ a, b < r. Then, by

definition,ν(t)′ = 2 2ζa
3

1 1

and ν(t) = 2ζa
2 3

1 1

.

5.6.Proposition. Suppose thatµ andν are signed compositions ofn and let

Eµν = { dT∗ : T ∈ Tζ(µ, ν) } .

ThenEµν is a complete set of(Gµ, Gν) double coset representatives inGr,n. Moreover,
if e ∈ Eµν thenℓ(e) ≤ ℓ(g), for all g ∈ GµeGν .

Proof. By Proposition 4.7 the right cosets ofGµ in Gr,n are naturally indexed by the row
standardµ–tableaux. Hence, the(Gµ, Gν)–double cosets are indexed by theGν–orbits of
the row standardµ–tableaux. Using the definitions it is easy to see that twoµ–tableauxs
andt belong to the sameGν–orbit if and only ifν(s) = ν(t). Moreover, ift is row standard
thenν(t) is row semistandard. Finally, ifT is a row semistandardµ–tableau of typeν then
T∗ is a row standardµ–tableau such thatT = ν(T∗). Hence,Eµν is a complete set of
(Gµ, Gν)–double coset representatives inGr,n.

To complete the proof we need to show that ifT ∈ Tζ(µ, ν) thendT∗ is an element
of minimal length in the double cosetGµdT∗Gν . For convenience, letd = d|T∗|. Then,
d ∈ Dµ+ν+ by (5.5). Now, by the last paragraphGµdT∗Gν =

⋃

t
Gµdt, wheret runs over

the row standardµ–tableaut such thatν(t) = T. By definition,dT∗ = tα1
1 . . . tαn

n d, where
if x ∈ [µ+] thenT∗(x) = ζαiid if and only if T(x) = ζαik andid is in rowk of t

ν . Now
suppose thatt is any row standardµ–tableaux such thatν(t) = T. Then, using (5.5) again,
dt = tβ1

1 . . . tβn
n d|t| = tβ1

1 . . . tβn
n du, for someu ∈ Sν and whereβi = αiw , for some

w ∈ Sn (sinceν(t) = T). Therefore,

ℓ(dt) = β1 + · · · + βn + ℓ(du) = α1 + · · · + αn + ℓ(du)

≥ α1 + · · · + αn + ℓ(d) = ℓ(dT∗),

with equality if and only ifu = 1. By Theorem 4.3,dt is the unique element of minimal
length in the cosetGµdt, for each sucht. Therefore,ℓ(dT∗) ≤ ℓ(g) for all g ∈ GµdT∗Gν

as claimed. ¤
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Note that we are not claiming that each double coset of two reflection subgroups ofGr,n

contains a unique element of minimal length. Indeed, the proof of Proposition 5.6 shows
that if T is a row semistandardµ–tableau of typeν then the double cosetGµdT∗Gν con-
tains more than one element of minimal length if and only if there exist integersb, c, not
both zero, such thatmζb andmζc appear in the same row ofT, for somem ∈ n. For
future comparison we make this statement explicit.

If d ∈ Dµ+ν+ let Td ∈ T (µ+, ν+) be the unique row semistandard tableau such that
d = dT∗

d
as in (5.5). IfX ⊆ Gr,n let X−1 = { g : g−1 ∈ X }.

5.7.Lemma. Suppose thatµ, ν ∈ Λ±
n . Then

Eµν =
∐

d∈D
µ+ν+

{

tα1
1 . . . tαn

n ∈ T−µ∩d(−ν)

∣

∣

∣

∣

∣

αi ≤ αj wheneverid andjd are in the
same row ofT∗

d and the same row oftν

}

d

Moreover,

Eµ ∩ E
−1
ν =

∐

d∈D
µ+ν+

T−µ∩d(−ν)d = { e ∈ Gr,n : ℓ(e) ≤ ℓ(g) for all g ∈ GµeGν }

is the set of elements inGr,n which are of minimal length in their(Gµ, Gν)–double coset.

Proof. Observe thatDµ+ν+ = D(−µ)+(−ν)+ . Therefore, ifd ∈ Dµ+ν+ then the signed
composition−µ ∩ d(−ν) in the statement of the Corollary makes sense by Definition 5.2.
(Note, however, that the two signed compositions−µ∩d(−ν) and−(µ∩dν) arenotequal
in general.)

By Proposition 5.6, we haveEµν = { dT∗ : T ∈ Tζ(µ, ν) }. Fix a row semistandard
µ–tableauT of typeν. Then, as in the proof of Proposition 5.6,dT∗ = tα1

1 . . . tαn
n d, where

d = d|T∗| ∈ Dµ+ν+ and, for allx ∈ [µ+] if T∗(x) = ζαiid thenT(x) = ζαik whereid is
in row k of t

ν . In particular,αi = 0 if ti ∈ Tµ or if tid ∈ Tν . Therefore,αi > 0 only if
ti ∈ T−µ ∩ dT−νd−1 = T−µ∩d(−ν). If ti ∈ T−µ∩d(−ν) then the integerαi can take any
value in{0, . . . , r − 1} provided that this is compatible withT being row semistandard.
That is, we require thatαi ≤ αj wheneverid andjd are in the same row ofT∗ and in the
same row oftν . This gives the decomposition ofEµν in the statement of Lemma.

For the final claim, suppose thatd ∈ Dµ+ν+ and letT = ν(tµd). By the last paragraph,
if t ∈ T thenν(tµtdT∗) = T if and only if t ∈ T−µ∩d(−ν). By the last paragraph again,
if t ∈ T−µ∩d(−ν)d thentd is an element of minimal length in the double cosetGµtdGν .
ThatEµ ∩ E −1

ν =
∐

d T−µ∩d(−ν)d is now follows from the definition of row semistandard
tableaux. ¤

5.8.Corollary. Suppose thatµ, ν ∈ Λ±
n andd ∈ Dµ+ν+ . ThenGr,n contains|T−µ∩d(−ν)|

elements of the formtαd which are of minimal length in their(Gµ, Gν)–double coset, for
someα ∈ Zn

r . Moreover, ifT = ν(tµd) then|T−µ∩d(−ν)| = rwt(T), wherewt(T) is the
number of pairs(i, j) such thatj appears in rowi of T andµi < 0 andνj < 0.

Proof. That |T−µ∩d(−nu)| counts number of elements of the formtαd which are of min-
imal length in their(Gµ, Gν)–double coset is immediate from Lemma 5.7. The second
claim follows from the observation that the tableaux{ t

µtd : t ∈ T−µ∩d(−ν) } differ only
in that any of the numbers appearing in rowi of t

µd and rowj of t
ν can be multiplied by

arbitrary powers ofζ wheneverµi < 0 andνj < 0. ¤

5.9.Example Suppose thatr ≥ 2 andn = 5 and letµ = (3,−2) andν = (−2,−2, 1).
Then the set of row semistandardµ–tableauxT of typeν, together with the corresponding
row standard tableauT∗ and the coset representativesdT∗ ∈ Eµν = E(3,−2)(−2,−2,1), is as
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follows (we setd = d|T∗|).

T T∗ dT∗ |T−µ∩d(−ν)| µ ∩ dν

1 1 2

2ζa
3

1 2 3

4ζa
5

ta4 r (−2,−13)

1 1 3

2ζb
2ζc

1 2 5

3ζb
4ζc

tb4t
c
5s3s4 r2 (−2, 1,−2)

1 2 2

1ζa
3

1 3 4

2ζa
5

ta4s3s2 r (−1,−2,−12)

1 2 3

1ζa
2ζb

1 3 5

2ζa
4ζb

ta4t
b
5s3s2s4 r2 (−12, 1,−12)

2 2 3

1ζb
1ζc

3 4 5

1ζb
2ζc

tb4t
c
5s3s2s4s3s1s2 r2 (−2, 1,−2)

where0 ≤ a, b, c < r and b ≤ c. We use exponentials in the signed compositions to
indicate consecutive repeated parts. Therefore, there are2r2 +3r (Gµ, Gν)–double cosets
in Gr,n. When checking the entries in this table observe that the signed compositionµ ∩
dν = µ ∩ νd−1 can be computed by intersectingGµ with the ‘row stabilizer’ oftνd−1

as in the proof of Lemma 5.1. Note that|T−µ∩d(−ν)| can be computed without finding
−µ ∩ d(−ν) by using Corollary 5.8. ♦

5.10.Remark. If µ andν are compositions ofn thenDµν = Dµ ∩ D−1
ν is a complete set

of minimal length(Sµ,Sν)–double coset representatives inSn by (5.5). In contrast, it is
not hard to show thatEµν ⊆ Eµ ∩ E −1

ν with Eµ ∩ E −1
ν being strictly bigger thanEµν in

general. For example, if we takeµ = (3,−2) andν = (−22, 1) then|Eµ∩E −1
ν | = 3r2+2r,

whereas|Eµν | = 2r2 + 3r by Example 5.9. SoEµν ( Eµ ∩ E −1
ν sincer > 1.

6. THE CYCLOTOMIC SOLOMON ALGEBRA

Suppose thatR is a commutative ring (with one) and letRGr,n be the group ring ofGr,n

over R. In this section we use the distinguished coset representatives of the reflection
subgroups ofGr,n to define an analogue of Solomon’s descent algebra for the complex
reflection groupGr,n.

Recall that for each reflection subgroupGµ of Gr,n we have a distinguished setEµ of
right coset representatives, forµ ∈ Λ±

n . Define

Eµ =
∑

e∈Eµ

e ∈ RGr,n.

The main aim of this paper is to understand the subalgebra ofRGr,n which is generated
by these elements.

6.1.Definition. Suppose thatr > 1. Thecyclotomic Solomon algebra

Sol(Gr,n) = SolR(Gr,n)

is the subalgebra ofRGr,n generated by{Eµ : µ ∈ Λ±
n }.

It is not yet clear thatSol(Gr,n) is a subalgebra ofRGr,n; this will be established in
Theorem 6.8 below. We begin by taking advantage of the factorization of Eµ given by
Theorem 4.3. To do this, fori = 1, . . . , n andλ ∈ Λn define

Fi =

r−1
∑

k=0

tki and Dλ =
∑

d∈Dλ

d,

ThenFi andDλ are both elements ofRGr,n.

6.2.Lemma. Suppose that1 ≤ i, j ≤ n and thatw ∈ Sn. Then

a) FiFj = FjFi andF 2
i = rFi.
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b) Fiw = wFiw .

Proof. As T is an abelian group part (a) is true and part (b) is immediate from the defini-
tions and (2.1). ¤

Hence, if1 ≤ i ≤ n thenFi is a multiple of an idempotent if the characteristic ofR
does not divider and, otherwise, it is a nilpotent element ofRGr,n.

Suppose thatµ ∈ Λ±
n . In order to factorizeEµ set

F−µ =
∏

ti∈T−µ

Fi =
∏

i:µi<0

Fµi−1+1 · · ·Fµi
.

Then, by Lemma 6.2(a),
(

F−µ)2 = r|µ|
−

F−µ.
By Lemma 6.2,Sn acts on{F1, . . . , Fn} by conjugation. Ifw ∈ Sn andi ∈ n then

we setFw
i = w−1Fiw = Fiw . Similarly, if µ ∈ Λ±

n let

Fw
−µ =

∏

ti∈T−µ

Fw
i .

ThenF−µw = wFw
−µ, for all w ∈ Sn, by Lemma 6.2(b).

6.3.Lemma. Suppose thatµ ∈ Λ±
n is a signed composition ofn. Then:

a) Eµ = F−µDµ+ .
b) If w ∈ Sµ+ thenFw

−µ = F−µ, so thatF−µw = wF−µ.

Proof. Part (a) is an immediate consequence of the factorizationEµ = T−µ × Dµ+ of Eµ

given by Theorem 4.3. For part (b), use Lemma 6.2(b) and the fact that the elements of the
two subgroupsSµ andT−µ commute. ¤

Definition 6.1 is motivated by Solomon’s [27] definition of the descent algebra of a
finite Coxeter group. As an important special case, theSolomon descent algebraSol(Sn)
of Sn is the subalgebra ofRSn generated by{Dλ : λ ∈ Λn }. The next result, due to
Solomon, shows that{Dλ : λ ∈ Λn } is basis ofSol(Sn).

6.4 (Solomon [27, Theorem 1]).
a) The set{Dµ : µ ∈ Λn } is linearly independent inSol(Sn).
b) Suppose thatµ andν are composition ofn. Then

DµDν =
∑

d∈Dµν

Dµ∩dν .

By the remarks before Lemma 5.1, part (b) is equivalent to thefollowing formula:

DµDν =
∑

σ∈Λn

dµνσDσ,

wheredµνσ = # { d ∈ Dµν : Sσ = Sµ ∩ d−1
Sνd }. In fact, Solomon proved an analo-

gous result for an arbitrary finite Coxeter groupW , where the Young subgroupsSµ are
replaced with the parabolic subgroups ofW andDµ by the sum of the ‘distinguished’ (left)
coset representatives which are of minimal length in their coset.

As we now recall, part (a) of Solomon’s theorem is easy to prove. Recall thatS =
{s1, . . . , sn−1}. For each compositionµ ∈ Λn let Sν = Π−ν , so thatSν ⊆ S. Now define
Yµ ∈ RSn ⊂ RGr,n by

Yµ =
∑

w∈Sn

Des(w)=Sµ

w.

By (6.4) the descent sets partitionSn, so the set{Yµ : µ ∈ Λn } is linearly independent in
RSn. By (6.4) again, we can write

Dµ =
∑

ν∈Λn

Sν⊆S−Sµ

Yν .
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Hence,{Dµ : µ ∈ Λn } is a linearly independent subset ofRSn, as claimed.
We build upon this idea to prove that theEµ’s are linearly independent.

6.5.Proposition. The set{Eµ : µ ∈ Λ±
n } is linearly independent inSol(Gr,n).

Proof. Suppose that there exist scalarsaµ ∈ R such that
∑

µ∈Λ±
n

aµEµ = 0.

By Lemma 6.3,Eµ = F−µDµ+ . Therefore, the last displayed equation becomes

0 =
∑

µ∈Λ±
n

aµF−µDµ+ =
∑

µ∈Λ±
n

aµF−µ

∑

ν∈Λn

Sν⊆S−S
µ+

Yν

=
∑

ν∈Λn

(

∑

µ∈Λ±
n

S
µ+⊆S−Sν

aµF−µ

)

Yν

Now, RGr,n =
⊕

t∈T tRSn, as anR–module, and{Yν : ν ∈ Λn } is a linearly indepen-
dent subset ofRSn. Therefore, for any compositionν ∈ Λn we must have

(6.6) 0 =
∑

µ∈Λ±
n

S
µ+⊆S−Sν

aµF−µ.

We use this equation to argue by induction onν to show thataµ = 0 for all µ ∈ Λ±
n .

First suppose thatν = (n). ThenSν = S and the summation in(6.6) becomes a sum
over those signed compositionsµ with Sµ+ = ∅. Hence,µ+ = (1n) and (6.6) becomes

0 =
∑

µ∈Λ±
n

µ+=(1n)

aµF−µ =
∑

µ∈Λ±
n

Πµ⊆{t1,...,tn}

aµF−µ.

Each monomialti1 . . . tik
, where1 ≤ i1 < · · · < ik ≤ n, occurs in a uniqueF−µ when

µ+ = (1n). Hence,aµ = 0 for all µ ∈ Λ±
n with µ+ = (1n), as claimed.

Now suppose thatν 6= (n). By induction we may assume thataµ = 0 whenever
Sµ+ ( S − Sν . Therefore, by (6.6) we have

0 =
∑

µ∈Λ±
n

S
µ+=S−Sν

aµF−µ =
∑

µ∈Λ±
n

Πµ−(S−Sν)⊆{t1,...,tn}

aµF−µ.

So, by exactly the same argument as before,aµ = 0 wheneverµ+ = ν. Hence,aµ = 0,
for all µ ∈ Λ±

n , and{Eµ : µ ∈ Λ±
n } is linearly independent as required. ¤

The next result that we need amounts to a proof of part (b) of Solomon’s theorem (6.4).
Once again, we state the result only for the symmetric group even though it is valid for an
arbitrary finite Coxeter group. All of the results quoted in (6.7) follow easily from the fact
thatSµd∩ν = d−1

Sµd ∩ Sν , for d ∈ Dµν .
If µ, ν ∈ Λn andSν ⊆ Sµ then we writeν ⊆ µ and setDµ

ν = Dν ∩ Sµ. It is easy to
check thatDµ

ν is a complete set of coset representatives forSν in Sµ.

6.7 (Bergeron, Bergeron, Howlett and Taylor [5, Lemmas 2.2 and 2.4]). Suppose thatµ
andν are compositions ofn. Then

a) If σ ⊆ ν thenDσ = Dν
σDν .

b) Dµ =
∐

d∈Dµν
dDν

µd∩ν .

c) If d ∈ Dµ andµd is a composition ofn (that is,d−1
Sµd = Sσ for someσ ∈ Λn),

thenDµ = dDµd.

We can now establish one of the main results of this paper.
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6.8.Theorem. Suppose thatr > 1 and thatµ andν are signed compositions ofn. Then

EµEν =
∑

d∈D
µ+ν+

|T−µ∩d(−ν)|Eµ∩dν .

Proof. We use most of the results in this section to computeEµEν :

EµEν = F−µDµ+F−νDν+ , by Lemma 6.3(a),

=
∑

d∈D
µ+ν+

F−µdDν+

µ+d∩ν+F−νDν+ , by Lemma 6.7(b),

=
∑

d∈D
µ+ν+

F−µdF−νDν+

µ+d∩ν+Dν+ , by Lemma 6.3(b),

=
∑

d∈D
µ+ν+

F−µF d−1

−ν dDµ+d∩ν+ , by Lemma 6.7(b),

=
∑

d∈D
µ+ν+

F−µF d−1

−ν Dµ+∩dν+ , by Lemma 6.7(c).

Fix d ∈ Dµ+ν+ and considerF−µF d−1

−ν . Now F 2
i = rFi = |Ti|Fi, for 1 ≤ i ≤ n. So,

F−µF d−1

−ν = |T−µ ∩ dT−νd−1|
∏

ti∈T−µ∩dT−νd−1

Fi.

First, T−µ ∩ dT−νd−1 = T−µ∩d(−ν) sinced ∈ Dµ+ν+ = D(−µ)+(−ν)+ . Next, the sub-
group ofT generated byT−µ anddT−νd−1 is T−(µ∩dν) sinceti ∈ T−(µ∩dν) = T/Tµ∩dν

if and only if ti /∈ Tµ andti /∈ dTνd−1. Therefore,F−µF d−1

−ν = |T−µ∩d(−ν)|F−(µ∩dν).
Hence, using Lemma 6.3 once more,

EµEν =
∑

d∈D
µ+ν+

|T−µ∩d(−ν)|F−(µ∩dν)D(µ∩dν)+ =
∑

d∈D
µ+ν+

|T−µ∩d(−ν)|Eµ∩dν ,

as required. ¤

Corollary 5.8 gives a combinatorial interpretation of the structure constants|T−µ∩d(−ν)|
of Sol(Gr,n). This shows that Theorem 6.8 is a direct generalization of (6.4)(b). A second
combinatorial interpretation of the structure constants|T−µ∩d(−ν)| is given in Proposi-
tion 10.3 below.

Combining Theorem 6.8 and Proposition 6.5 we obtain the following.

6.9. Corollary. Suppose thatr > 1. The cyclotomic Solomon algebraSol(Gr,n) is a
subalgebra ofRGr,n which is free as anR–module of rank2 · 3n−1.

6.10.Example Suppose thatr > 1. Then, by Example 5.9, we have

E(3,−2)E(−22,1) = 2r2E(−2,1,−2) + rE(−2,−13) + rE(−1,−2,−12) + r2E(−12,1,−12).

See Example 10.4 for a second way of computing this product using Proposition 10.3.
Notice that by (6.4) and Theorem 6.8 we can recover the multiplication in Sol(Sn) by

settingr = 1 and identifyingµ andµ+, for all µ ∈ Λ±
n , so that

D(3,2)D(22,1) = 2D(2,1,2) + D(2,13) + D(1,2,12) + D(15).

♦
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7. THE GENERIC CYCLOTOMICSOLOMON ALGEBRA

By Theorem 6.8, ifr > 1 then the structure constants of the algebraSol(Gr,n) are
polynomials inr. Consequently, these algebras admit a simultaneous deformation.

Recall that ifr ≥ 2 andµ, ν ∈ Λ±
n then|T−µ∩d(−ν)| = rwt(Td) by Corollary 5.8.

Let x be an indeterminate overZ and suppose thatµ, ν, σ ∈ Λ±
n . Define polynomials

dµνσ(x) ∈ N[x] by

dµνσ(x) =
∑

d∈D
µ+ν+

σ=µ∩dν

xwt(Td).

We abuse notation and considerdµνσ(x) to be a polynomial overR. For q ∈ R we let
dµνσ(q) be the evaluation of this polynomial atq. Then, by Theorem 6.8,

EµEν =
∑

σ∈Λ±
n

dµνσ(r)Eσ.

7.1. Definition. Suppose thatn ≥ 1 and thatR is a commutative ring. Thecyclotomic
Solomon algebra with parameterq ∈ R is the R–algebraSolq(n) = SolR,q(n) with
generating set{Eµ : µ ∈ Λ±

n } and relations

EµEν =
∑

σ∈Λ±
n

dµνσ(q)Eσ,

for µ, ν ∈ Λ±
n . Thegeneric cyclotomic Solomon algebrais theZ[x]–algebraSolx(n),

wherex is an indeterminate overZ.

We are abusing notation slightly in Definition 7.1 because from here onwardsEµ is a
generator ofSolq(n) and not necessarily the element defined in the previous section. This
abuse is justified by the following result.

7.2.Corollary. Suppose thatq = r · 1R, wherer > 1. ThenSolq(n) andSol(Gr,n) are
canonically isomorphicR–algebras where the isomorphismSolq(n) → Sol(Gr,n) is given
byEµ 7→ Eµ, for µ ∈ Λ±

n .

Proof. By Theorem 6.8 there is a natural surjectionSolq(n) −→ Sol(Gr,n). By Corol-
lary 6.9 this map is an isomorphism. ¤

The explicit description of the algebraSol(Gr,n) as a subalgebra of the group algebra
RGr,n makes the algebraSol(Gr,n) slightly easier to work with than the more general
algebrasSolq(n). For example, we know thatEµ = F−µDµ+ in RGr,n but we have no
such factorization in general. As we will soon see, however,almost all of the properties of
the algebrasSol(Gr,n) hold for the algebrasSolq(n).

7.3.Proposition. Suppose thatn ≥ 1 and thatq ∈ R. Then

a) Solq(n) is free as anR–module with basis{Eµ : µ ∈ Λ±
n }. In particular, Solq(n)

has rank2 · 3n−1.
b) Solq(n) ∼= Solx(n) ⊗Z[x] R, whereR is considered as aZ[x]–module by lettingx

act onR as multiplication byq (and1 ∈ Z acts as multiplication by1R).
c) Solq(n) is a unital associativeR–algebra with multiplicative identityE(n).

Proof. First consider the generic Solomon algebra overZ[x]. Suppose that
∑

µ∈Λ±
n

fµ(x)Eµ = 0,

for somefµ(x) ∈ R[x]. Thenfµ(r) = 0, for r = 2, 3, 4 . . . and allµ ∈ Λ±
n , by Corol-

lary 7.2 and Proposition 6.5. As non–zero polynomials have only finitely many roots, we
conclude thatfµ(x) = 0, for all µ ∈ Λ±

n . Consequently,Solx(n) is free as aZ[x]–module
with basis{Eµ : µ ∈ Λ±

n }.
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Now fix q ∈ R and considerR as aZ[x]–module by lettingx act onR as multiplication
by q (and 1 ∈ Z act as multiplication by1R). Then theR–algebraSolx(n) ⊗Z[x] R

is free as anR–module with basis{Eµ ⊗ 1 : µ ∈ Λ±
n } and it satisfies the relations of

Solq(n). AsSolq(n) is spanned by the elements{Eµ : µ ∈ Λ±
n } ⊆ Solq(n) it follows that

Solq(n) ∼= Solx(n) ⊗Z[x] R. This proves (a) and (b).
To prove (c) it is now enough to prove the corresponding statements for the generic

Solomon algebraSolx(n). We first show thatE(n) is the identity element ofSolx(n). This
is equivalent to the polynomial identities

dµ(−n)α(x) = δµα = dα(−n)µ(x),

for all µ, α ∈ Λ±
n . All of these identities follow directly from the definitions because

T(−n)∩d(−ν) = 1 = T−µ∩d′(−n), for all µ, ν ∈ Λ±
n , d ∈ D(n)µ+ and d′ ∈ Dν+(n).

Similarly, the associativity ofSolx(n) is equivalent to the polynomial identities
∑

α,β∈Λ±
n

dµνα(x)dασβ(x) =
∑

α,β∈Λ±
n

dµαβ(x)dνσα(x),

for all µ, ν, σ ∈ Λ±
n . As in the first paragraph of the proof, by Corollary 7.2 theseidentities

hold whenx = 2, 3, . . . since the algebrasSol(Gr,n) are associative forr ≥ 2. As these
identities hold for infinitely many values ofx, they lift to the required polynomial identities.

¤

Part (b) of the Proposition justifies our calling theZ[x]–algebraSolx(n) the generic
cyclotomic Solomon algebra.

As we next describe, the algebrasSolq(n) have many interesting subalgebras.

7.4.Lemma. Suppose thatdµνσ(q) 6= 0, for µ, ν, σ ∈ Λ±
n . ThenΠσ = Πµ ∩ dΠνd−1, for

somed ∈ Dµ+ν+

Proof. By definition, the polynomialdµνσ(x) is non–zero only ifGσ = Gµ ∩ dGνd−1

for somed ∈ Dµ+ν+ . Consequently, ifdµνσ(q) 6= 0 thenΠσ = Πµ ∩ dΠνd−1, for some
d ∈ Dµ+ν+ . ¤

Notice, in particular, that this implies that the poset structure onΛ±
n given by defining

µ ¹ ν wheneverΠν ⊆ Πµ is compatible with the ideal structure ofSolq(n).

7.5.Proposition. Suppose thatn ≥ 1 and thatq ∈ R. ThenSolq(n) has a filtration by
two–sided ideals

Solq(n) = S0 ⊃ · · · ⊃ Sn ⊃ 0

whereSi is theR–submodule ofSolq(n) with basis{Eµ : µ ∈ Λ±
n such that|µ|+ ≥ i },

for i = 0, . . . , n.

Proof. By Lemma 7.4,dµνσ(q) 6= 0 only if Πσ = Πµ ∩ dΠνd−1, for somed ∈ Dµ+ν+ .
Consulting the definitions,|µ|+ = |Πµ ∩ T |. Therefore,dµνσ(q) 6= 0 only if |σ|+ ≤
min{|µ|+, |ν|+}. Hence,Si is a two–sided ideal ofSol(Gr,n), for 0 ≤ i ≤ n, and the
Proposition follows. ¤

7.6.Proposition. Suppose thatn ≥ 1 and thatq ∈ R. Let

Sol+q (n) =
∑

µ∈Λn

REµ

Sol±q (n) =
∑

±µ∈Λn

REµ

Sol1q(n) =
∑

µ∈Λ±
n

µi>0 for i>1

REµ.
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ThenSol+q (n), Sol±q (n) andSol1q(n) are all subalgebras ofSolq(n). Moreover,Sol+q (n) is
naturally isomorphic toSol(Sn) via theR–linear mapEµ 7→ Dµ, for µ ∈ Λn.

Proof. All of these results can be proved directly using the definition of the polynomials
dµνσ(x), for µ, ν, σ ∈ Λ±

n . Note thatSol+q (n) = Sn in the notation of Proposition 7.5, so
in this case the result is already known. The isomorphismSol+q (n) ∼= Sol(Sn) is trivial
because ifµ ∈ Λn thenT−µ = 1, so thatEµ = Dµ by Lemma 6.3. ¤

8. THE REPRESENTATION THEORY OFSolq(n)

In this section we construct all of the irreducible representations of the algebrasSolq(n)
over an arbitrary field. Even thoughSolq(n) is, in general, not commutative, it turns out
that every irreducibleSolq(n)–module is one dimensional — so thatSolq(n) is a basic
algebra for alln andq. As an application of these results we give a basis for the radical of
Solq(n) whenR is an arbitrary field.

Let ∼ be the equivalence relation on the set of signed compositions where two signed
compositions are∼–equivalent if one can be obtained by reordering the parts ofthe other.
More explicitly, if λ = (λ1, . . . , λk) andµ = (µ1, . . . , µl) thenλ ∼ µ if and only if k = l
andλi = µiv , for somev ∈ Sk.

8.1.Lemma. Suppose thatλ, µ ∈ Λ±
n . Then the following are equivalent:

a) λ ∼ µ;
b) Gλ = w−1Gµw, for somew ∈ Sn;
c) Gλ = g−1Gµg, for someg ∈ Gr,n.

Proof. We leave the proof for the reader. ¤

8.2.Lemma. Suppose thatλ, µ ∈ Λ±
n . Then

a) If µ 6∼ λ thendµλµ(q) 6= 0 only if |Πλ| > |Πµ|.
b) If µ ∼ λ thendµαµ(q) = dλαλ(q), for all α ∈ Λ±

n .

Proof. By Lemma 7.4dµλµ(q) 6= 0 only if Πµ = Πµ ∩ dΠλd−1, for somed ∈ Dµ+λ+ .
Hence, part (a) follows sinceλ 6∼ µ.

Consulting the definition of the polynomialsdµνσ(x), to prove (b) it is enough to show
that if r ≥ 2 then in the groupGr,n we have

(†)
∑

d∈D
λ+α+

λ=λ∩dα

|T−λ∩d(−α)| =
∑

d∈D
µ+α+

µ=µ∩dα

|T−µ∩d(−α)|.

We prove this by showing that the ‘obvious’ bijectionDλ+α+ −→ Dµ+α+ preserves each
of the summands in this equation.

First note that by Lemma 8.1 we can find an elementw ∈ Sn such thatGλ = w−1Gµw
sinceλ ∼ µ. That is,TλSλ+ = w−1Tµw · w−1

Sµ+w, so thatTλ = w−1Tµw and
Sλ+ = w−1

Sµ+w. Consequently, the mapSλ+\Sn/Sα+ → Sµ+\Sn/Sα+ given by
C 7→ wC defines a bijection since ifd ∈ Dλ+α+ thenSλ+dSα+ = w−1

Sµ+wdSα+ .
Let d 7→ d′ be map fromDλ+α+ to Dµ+α+ determined bySµ+wdSα+ = Sµ+d′Sα+ .

Now fix d ∈ Dλ+α+ such thatλ = λ ∩ dα. Then

T−λ∩d(−α) = T−λ ∩ dT−αd−1

= w−1T−µw ∩ dT−αd−1

= w−1
(

T−µ ∩ wdT−α(wd)−1
)

w.
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Write wd = ud′v, for u ∈ Sµ+ andv ∈ Sα+ . Then we have

T−λ∩d(−α) = w−1
(

T−µ ∩ (ud′v)T−αv−1(d′)−1u−1
)

w,

= w−1u
(

T−µ ∩ d′T−α(d′)−1
)

u−1w,

= w−1u
(

T−µ ∩ Td′(−α)

)

u−1w,

where the second equality follows becauseSµ normalizesT−µ and the last equality fol-
lows becauseSα normalizesT−α. Hence, we have shown that|T−λ∩d(−α)| = |T−µ∩d′(−α)|,
for all d ∈ Dλ+α+ . This establishes(†), so the Lemma is proved. ¤

8.3.Theorem. Suppose thatR is a field,q ∈ R andn ≥ 0.

a) If λ ∈ Λ±
n thenSolq(n) has a unique one dimensional representationI(λ) upon

whichEα acts as multiplication bydλαλ(q), for α ∈ Λ±
n .

b) Every irreducible representation ofSolq(n) is isomorphic toI(λ), for someλ ∈
Λ±

n .
c) If λ ∼ µ thenI(λ) ∼= I(µ).

Proof. Choose a total order≥ on Λ±
n such that|Πλ| ≥ |Πµ| wheneverλ > µ, for λ, µ ∈

Λ±
n . Let Sλ be theR–submodule ofSolq(n) with basis{Eµ : λ ≥ µ ∈ Λ±

n } and let
S ′

λ be theR–submodule with basis{Eµ : λ > µ ∈ Λ±
n }. ThenSλ and S ′

λ are both
right Solq(n)–modules by Lemma 7.4. Hence the quotient moduleI(λ) = Sλ/S ′

λ =
R(Eλ + S ′

λ) is one dimensionalSolq(n)–module. By definition, ifα ∈ Λ±
n thenEα acts

onI(λ) as multiplication bydλαλ(q). Hence,I(λ) is the one dimensionalSolq(n)–module
described in part (a).

Now suppose thatΛ±
n = {λ1 > λ1 > · · · > λN}, whereN = 2 · 3n−1 = dimSolq(n).

Then
Solq(n) = Sλ1

⊃ Sλ2
⊃ · · · ⊃ SλN

⊃ 0

is a filtration ofSolq(n) by two–sided ideals with quotientsSλi
/Sλi+1

∼= I(λi), since
Sλi+1

= S ′
λi

. As every irreducibleSolq(n)–module arises as a composition factor of
Solq(n) part (b) now follows.

Finally, if λ ∼ µ thenI(λ) ∼= I(µ) by Lemma 8.2(b). Hence, part (c) holds. ¤

8.4.Corollary. Every field is a splitting field forSolq(n).

Proof. Suppose thatD is an irreducibleSolq(n)–module. ThenD is one dimensional by
the Proposition, and hence absolutely irreducible. ¤

If A is an algebra over a field then letRad A be itsradical. Thus,Rad A is the unique
maximal nilpotent ideal ofA andA is semisimple if and only ifRad A = 0. Recall that
a ∈ A is nilpotent if ak = 0, for somek > 0, whereas an idealI of A is nilpotent
if Ik = 0 for somek > 0.

8.5.Corollary. Suppose thatR is a field. ThenRadSolq(n) is the set of nilpotent elements
in Solq(n).

Proof. By definition every element ofRad Solq(n) is nilpotent. To prove the converse
let M be the number of irreducibleSolq(n)–modules. By Theorem 8.3 every irreducible
Solq(n)–module is one dimensional. Therefore,Solq(n)/Rad Solq(n) ∼= RM by the Wed-
derburn Theorem. In particular,Solq(n)/Rad Solq(n) contains no nilpotent elements, so
the result follows. ¤

8.6.Corollary. Suppose thatR is a field andq ∈ R. ThenSolq(n) is semisimple if and
only if n = 1 andq 6= 0.
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Proof. If n ≥ 2 thenSolq(n) is not semisimple because there exist distinct signed com-
positionsλ, ν ∈ Λ±

n such thatλ ∼ µ. Therefore,Eλ − Eµ ∈ Rad Solq(n), so that
RadSolq(n) 6= 0. If n = 1 then a quick calculation verifies thatI(1) ∼= I(−1) if and only
if q = 0 which implies the result. ¤

Each∼–equivalence class ofΛ±
n contains a unique signed compositionµ = (µ1, . . . , µk)

such thatµ1 ≥ · · · ≥ µk. If µ ∈ Λ±
n andµ1 ≥ · · · ≥ µk then we callµ a signed par-

tition of n. Let Λ⊕
n be the set of all signed partitions ofn. By the remarks above, the

Sn–conjugacy classes of reflection subgroups ofGr,n are indexed by the signed partitions
of n. We note thatΛ⊕

n is naturally in bijection with the set of bipartitions ofn, however,
for us the signed partitions are more natural because we havealready defined a reflection
subgroupGλ for eachλ ∈ Λ⊕

n .

8.7.Theorem. Suppose thatR is a field of characteristic zero and thatq 6= 0. Then

{ I(λ) : λ ∈ Λ⊕
n }

is a complete set of pairwise non–isomorphic irreducibleSolq(n)–modules.

Proof. As the∼–equivalence classes ofΛ±
n are indexed by the signed partitions ofn,

{ I(λ) : λ ∈ Λ⊕
n } is a complete set of irreducibleSolq(n)–modules by parts (b) and (c) of

Theorem 8.3. It remains then to show that ifλ, µ ∈ Λ⊕
n thenI(λ) 6∼= I(µ) if λ 6= µ. Now,R

is a field of characteristic zero andq 6= 0, sodλνλ(q) 6= 0 if and only if dλνλ(x) 6= 0, for
λ, ν ∈ Λ±

n . However,dλλλ(x) ∈ 1+xN[x] since1 ∈ Dλ+λ+ andΠλ = Πλ ∩ 1 ·Πλ · 1−1.
Therefore,dλλλ(q) 6= 0 and so, using Lemma 8.2(a) again, ifλ 6= µ thenI(λ) 6∼= I(µ). ¤

8.8.Corollary. Suppose thatR is a field of characteristic zero andq 6= 0. Then

{Eλ − Eµ : λ ∈ Λ⊕
n , µ ∈ Λ±

n , λ ∼ µ andλ 6= µ }

is a basis ofRad Solq(n). Consequently,dim Solq(n)/Rad Solq(n) = |Λ⊕
n |.

Proof. Suppose thatλ ∼ µ whereλ ∈ Λ⊕
n , µ ∈ Λ±

n andλ 6= µ. Then, by Theorem 8.7
and Lemma 8.2,Eλ − Eµ acts as multiplication by zero on every irreducibleSolq(n)–
module. Therefore,Eλ − Eµ belongs toRad Solq(n) wheneverλ ∼= µ. Consequently,
dimSolq(n)/Rad Solq(n) ≤ |Λ⊕

n |. However,dim Solq(n)/Rad Solq(n) = |Λ⊕
n | by The-

orem 8.7, so the result follows. ¤

Suppose thatR is a field of characteristic zero and thatq 6= 0. Define thecharacter
table of Solq(n) to be the matrix

Cq(n) =
(

dλµλ(q)
)

λ,µ∈Λ⊕
n
.

ThenCq(n) is the character table ofSolq(n)/Rad Solq(n), by Theorem 8.7, so it com-
pletely determines the maximal semisimple quotient ofSolq(n). The character tableCq(n)
is explicitly known for allq 6= 0 and alln ≥ 1 since the polynomialsdλµσ(x) are explicitly
known for allλ, µ, σ ∈ Λ±

n by Corollary 5.8.

8.9.Example Suppose thatR is a field of characteristic zero and thatq = 2 = n. Then
Sol2(2) ∼= Sol(G2,2) and the character tableC2(2) of Sol2(2) is the following matrix.

(2) (12) (1,−1) (−2) (−12)

(2) 1
(12) 1 2
(1,−1) 1 2 2
(−2) 1 . . 4
(−12) 1 2 4 4 8
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As all of the diagonal entries ofCq(2) are powers of2 it follows that if R is any field of
characteristicdifferent from2 then{ I(λ) : λ ∈ Λ⊕

n } is a complete set of pairwise non–
isomorphic irreducibleSolq(2)–modules. IfR is a field of characteristic2 thenI(2) is the
only irreducibleSolq(2)–module. This is in agreement with Theorem 8.11 below.

By comparing the character table ofSol(G2,2) with the character table of the groupG2,2

(the Coxeter group of typeB2) it is easy to see that there cannot be a ring homomorphism
fromSol(G2,2) into the character ring ofG2,2. This is in marked contrast with the Solomon
algebras of Coxeter groups for which such a homomorphism always exists. ♦

8.10.Remark. As discussed in Remark 4.10, Mak has shown that the cosets of the re-
flection subgroups ofGr,n have a unique element of minimal length with respect to the
Bremke–Malle length functionℓ0 (see Remark 2.4). For eachµ ∈ Λ±

n let E ′
µ be Mak’s set

of distinguished coset representatives forGµ and letE′
µ =

∑

e∈E ′
µ

e ∈ RGr,n. Define

Σ′(Gr,n) =
∑

µ∈Λ±
n

RE′
µ.

If r > 2 thenΣ′(Gr,n) is not, in general, a subalgebra ofRGr,n. The smallest counter
example occurs whenr = n = 3.

Now suppose thatr = 2. ThenG2,n is a Coxeter group of typeBn and Bonnaf́e
and Hohlweg [9] have shown thatΣ′(G2,n) is a subalgebra ofRG2,n and, moreover,
that Σ′(G2,n) is isomorphic to the Mantaci-Reutenauer algebra [23]. Now,the algebras
Sol(G2,n) andΣ′(G2,n) are both free of rank2 · 3n−1, so it is natural to ask whether these
algebras are isomorphic. In fact,Sol(G2,n) 6∼= Σ′(G2,n) if n > 1. This can be proved by
induction onn starting from the following observation. Bonnafé and Hohlweg have shown
in [9, Table V] that the following matrix is the character table of the semisimple quotient
of Σ′(G2,2).

(2) (12) (1,−1) (−2) (−12)

(2) 1
(12) 1 2
(1,−1) 1 2 2
(−2) 1 . . 2
(−12) 1 2 4 4 8

Observe that the
(

(−2), (−2)
)

–entry in this character table is different to the correspond-
ing entry in the character table ofSol(G2,2) given in Example 8.9. Therefore,Sol(G2,2)
and Σ′(G2,2) are not isomorphic algebras because they have non–isomorphic maximal
semisimple quotients.

We close this section by classifying the irreducibleSolq(n)–modules over an arbitrary
field. This classification is a direct generalization of the corresponding results for the
descent algebra of the symmetric groups [2] – although our proofs are necessarily different
because there is no homomorphism fromSolq(n) into the character ring ofGr,n.

For λ ∈ Λn let NSn
(Sλ) = {w ∈ Sn : Sλ = w−1

Sλw } be the normalizer ofSλ

in Sn.

8.11.Theorem. Suppose thatR is field, q ∈ R and λ ∈ Λ⊕
n . Then the following are

equivalent:

a) dλλλ(q) = 0;
b) q|λ|

−

[NSn
(Sλ+) : Sλ+ ] = 0 in R;

c) Eλ ∈ Rad Solq(n);
d) Eλ is nilpotent; and,
e) I(λ) ∼= I(µ), for someµ ∈ Λ⊕

n with |Πµ| > |Πλ|.
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Proof. By definition,

dλλλ(q) =
∑

d∈D
λ+λ+

λ=λ∩dλ

|T−λ∩d(−λ)| =
∑

d∈D
λ+λ+

λ=λ∩dλ

q|λ|
−

= q|λ|
−

[NSn
(Sλ+) : Sλ+ ],

since |T−λ| = q|λ|
−

and T−λ∩d(−λ) = T−λ if λ = λ ∩ dλ. Hence, (a) and (b) are
equivalent. Further, (c) and (d) are equivalent by Corollary 8.5.

To complete the proof it is enough to show that (a)=⇒ (c) =⇒ (e) =⇒ (a). In order
to do this letSolq(n) = Sλ1

⊃ Sλ2
⊃ · · · ⊃ SλN

⊃ 0 be the filtration ofSolq(n) by
two sided ideals which was constructed in the proof of Theorem 8.3 using a total order>
onΛ±

n . Recall that|Πµ| ≥ |Πν | wheneverµ > ν, for µ, ν ∈ Λ±
n . ThenSλi

is a subalgebra
of Solq(n) which is also a quotient ofSolq(n) sinceSλi

∼= Solq(n)/Sλi+1
, for 1 ≤ i ≤ N .

Therefore, by Theorem 8.3, every irreducibleSλi
–module is isomorphic toI(µ) for some

µ ∈ Λ⊕
n with µ ≥ λi, for 1 ≤ i ≤ N . In particular, every irreducibleSλ–module is

isomorphic toI(µ) for someµ ≥ λ.
We can now return to the proof of the Theorem.
First, suppose (a) holds, so thatdλλλ(q) = 0. By definition, if µ ∈ Λ⊕

n thenEλ acts
on I(µ) as multiplication bydµλµ(q). By Lemma 8.2(a), ifµ > λ thenEλ acts onI(µ)
as multiplication by0, whereasEλ acts onI(λ) as multiplication by0 sincedλλλ(q) = 0.
Therefore,Eλ ∈ Rad Sλ and (c) holds becauseRad Sλ ⊆ Rad Solq(n).

Next, suppose that (c) holds. ThenEλ belongs to the radical ofSλ. Now,Sλ ⊂ Sλl−1

so, as vector spaces,Rad Sλ = REλ + RadSλl−1
. On the other hand,dimSλ =

dimSλl−1
+ 1, so it follows that the algebrasSλ andSλl−1

have the same number of
irreducible modules. Hence,I(λ) ∼= I(µ) for some signed partitionµ > λ. That is, (e)
holds.

Finally, assume that (e) holds. ThenI(λ) ∼= I(µ), for some signed partitionµ > λ.
Therefore,Eλ acts on these modules as multiplication bydλλλ(q) = dµλµ(q). Conse-
quently,dλλλ(q) = 0 by Lemma 8.2, so (a) holds.

This completes the proof of the Theorem. ¤

In the following Corollaries note that the integerdλλλ(q) = q|λ|
−

[NSn
(Sλ+) : Sλ+ ]

is explicitly known by Theorem 8.11 (and Corollary 5.8).

8.12.Corollary. Suppose thatR is a field andq ∈ R. Then

{ I(λ) : λ ∈ Λ⊕
n anddλλλ(q) 6= 0 }

is a complete set of pairwise non–isomorphic irreducibleSolq(n)–modules.

Proof. This follows from Theorem 8.11 and Theorem 8.3. ¤

Similarly, combining the Theorem 8.11 with Corollary 8.5 and Corollary 8.8, we obtain
the general description of the radical ofSolq(n) whenR is a field.

8.13.Corollary. Suppose thatR is a field andq ∈ R. Then

{Eλ − Eµ : λ ∈ Λ⊕
n , µ ∈ Λ±

n , λ ∼ µ andλ 6= µ }
⋃

{Eλ : λ ∈ Λ⊕
n anddλλλ(q) = 0 }

is a basis ofRad Solq(x).

Finally, we can use Theorem 8.11 to describe the radical and irreducible modules for
each of the subalgebras ofSolq(n) described in Proposition 7.6. For brevity we state only
the following result.

8.14. Corollary. Suppose thatR is a field, n ≥ 1 and q ∈ R. Let A be one of the
subalgebrasSol+q (n), Sol±q (n), Sol1q(n) of Solq(n). ThenRadA = A ∩ RadSolq(n).
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9. THE HOPF ALGEBRA OF CYCLOTOMICSOLOMON ALGEBRAS

In this section we fixr > 1 and show that the direct sum of cyclotomic Solomon
algebras

⊕

n≥0 Sol(Gr,n) is a concatenation Hopf algebra, whereGr,0 = {1Gr,0
} is the

trivial group. Further, this Hopf algebra is a Hopf subalgebra of the Hopf algebra of colored
permutations introduced by Baumann and Hohlweg [3].

Most of the results in this section hold over an arbitrary integral domain, however, the
main results of this section (Theorem 9.7 and Corollary 9.8), hold only in characteristic
zero. Consequently, for this section we fix a fieldk of characteristic zero and we work only
over this field. Thus, all tensor products are overk, all modules arek-vector spaces and
all algebras arek–algebras. In particular, the cyclotomic Solomon algebrasSol(Gr,n) =
Solk(Gr,n) arek–algebras.

We first recall some general facts about bialgebras and Hopf algebras.
A k–coalgebrais a triple(A, δ, ε) consisting of ak–vector spaceA together with two

linear mapsδ :A−→A ⊗ A (comultiplication) andε :A−→k (the counit) such that

(δ ⊗ idA) ◦ δ = (idA ⊗δ) ◦ δ and (ε ⊗ idA) ◦ δ = (idA ⊗ε) ◦ δ,

whereidA is the identity map onA.
A k–bialgebra is a coalgebra(A, δ, ε) such thatA is a k–algebra and the structure

mapsδ :A −→ A ⊗ A andε : A −→ k are algebra homomorphisms. AHopf algebra is
a quadruple(A, δ, ε, S) where(A, δ, ε) is a bialgebra andS :A−→A (the antipode) is a
linear map such thatµ(S ⊗ idA)δ = ηε = µ(1⊗ S)δ. Hereµ :A⊗A−→A : (a, b) 7→ ab
is the multiplication map andη : k−→A; 1 7→ 1A is the unit map for the algebraA.

Finally, a graded bialgebra is a triple (A, δ, ε) whereA =
⊕

n∈N
An is N–graded

bialgebra and the mapsδ andε are graded (degree zero) vector space homomorphisms. A
graded Hopf algebra is a graded bialgebra which is equipped with an antipode which is a
graded vector space homomorphism of degree zero. A graded bialgebra, or a graded Hopf
algebra,A =

⊕

n≥0 An is connectedif A0 = k.
Following Baumann and Hohlweg [3], we next define the (gradedconnected) Hopf

algebra of coloured permutations. This will require some preparation. As a graded vector
space this Hopf algebra is the direct sum of the group algebras of groupsGr,n:

G (r) :=
⊕

n≥0

kGr,n.

We need some more notation before we can describe the Hopf algebra structure onG (r).
First, suppose thatm andn are non–negative integers. ThenGr,m × Gr,n is naturally

isomorphic to the reflection subgroupG(m,n) of Gr,m+n. By identifyingGr,m ×Gr,n and
G(m,n) we have an embeddingGr,m ×Gr,n →֒ Gr,m+n. Explicitly, this embedding sends
the generators{s0, . . . , sm−1} of Gr,m to {s0, . . . , sm−1} in Gr,m+n and the generators
{s0, . . . , sn−1} of Gr,n to {tm+1, sm+1, . . . , sm+n−1}, respectively.

By Proposition 4.7 there is a natural bijection between the setE(m,n) = D(m,n) of right
coset representatives ofG(m,n) in Gr,n and the set of row standard(m,n)–tableau. The
product∗ on the Hopf algebraG (r) is the bilinear map determined by

u ∗ v =
∑

e∈E(m,n)

(u × v)e = (u × v)E(m,n),

for u ∈ Gr,m, v ∈ Gr,n and whereu × v is multiplication insideGr,m+n (the internal
producton G (r)). The product∗ on G (r) is called theshuffle product, or theexternal
product, on G (r) because, by Proposition 4.7,E(m,n) is in bijection with the ways of
shuffling the two sets{1, . . . ,m} and{m + 1, . . . ,m + n} together. It is easy to check
thatE(0) = 1Gr,0

∈ Sol(Gr,0) is the unit for the shuffle product.
To define the coproduct onG (r) observe that form = 0, . . . , n any elementg ∈ Gr,n

can be written uniquely in the formg = e−1
m (g(m) × g(n)), whereg(m) ∈ Gr,m, g(n) ∈
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Gr,n andem ∈ E(m,n). Using this notation, thecoproduct ∆ on G (r) is the linear map
determined by

∆(g) =

n
∑

m=0

g(m) ⊗ g(n),

for g ∈ Gr,n.

9.1.Example In order to better distinguish between the elementsGr,n for different values
of n recall from the end of section 2 that there is a natural bijection betweenGr,n and the
set of wordsGr,n = {ω = ω1 . . . ωn : ωi ∈ nζ and{|ω1|, . . . , |ωn|} = n } . To give an
example of the shuffle product and the coproduct onG (r) we identifyGr,n andGr,n using
this bijection.

Suppose that0 ≤ a, b, c, d < r. Then, using the identification above,

1ζa 2ζb ∗ 2ζc 1ζd = 1ζa2ζb4ζc3ζd + 1ζa3ζb4ζc2ζd + 1ζa4ζb3ζc2ζd

+ 2ζa3ζb4ζc1ζd + 2ζa4ζb3ζc1ζd + 3ζa4ζb2ζc1ζd

and

∆(2ζa3ζb1ζc4ζd) = ∅ ⊗ 2ζa3ζb1ζc4ζd + 1ζc ⊗ 1ζa2ζb3ζd + 2ζa1ζc ⊗ 1ζb2ζd

+ 2ζa3ζb1ζc ⊗ 1ζd + 2ζa3ζb1ζc4ζd ⊗ ∅,

where∅ is the empty word inGr,0. ♦

As remarked above,E(0) = 1Gr,0
is the multiplicative unit for the shuffle product. The

counit ofG (r) is the linear mapε :G (r)−→k defined by

ε(w) =

{

1 if w = E(0) ∈ Gr,0

0 otherwise.

9.2. Theorem (Baumann and Hohlweg [3, Theorem 1]). The triple (G (r),∆, ε) is a
graded connected bialgebra.

In fact,(G (r),∆, ε) is a Hopf algebra at least whenk is a field because every connected
N-gradedk-bialgebra is a Hopf algebra; see [28, Ex. 1, page 238].

We remind the reader thatr > 1 is fixed throughout this section.

9.3.Definition. Thecyclotomic Hopf algebrais the graded vector space

Sol(r) =
⊕

n≥0

Sol(Gr,n).

The cyclotomic Hopf algebra is naturally graded withSol(r)n = Sol(Gr,n) and, as a
vector space,Sol(r)n is finite dimensional with basis{Eµ : µ ∈ Λ±

n }. For convenience,
we setEn = E(n), for n ∈ Z.

Our next aim is to show thatSol(r) is a Hopf subalgebra ofG (r). We begin with a
Lemma which generalizes 6.7(a).

9.4.Lemma. Suppose thatα, β ∈ Λ±
n with Gα ⊆ Gβ . ThenE β

α = Eα ∩Gβ is a complete
set of minimal length right coset representatives forGα in Gβ andEα = E β

α Eβ .

Proof. It is clear thatE β
α is a complete set of right coset representatives forGα in Gβ .

Moreover, by definition, ife ∈ E β
α thene is the unique element of minimal length in the

cosetGαe. To prove the second statement observe that

Gr,n =
∐

d∈Eβ

Gβd =
∐

d∈Eβ

(

∐

e∈E
β
α

Gαe
)

d.

So,E β
α Eβ is a complete set of coset representatives forGα in Gr,n. Therefore,Eα = E β

α Eβ

since the elements of both sides are of minimal length in their respective cosets. ¤
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9.5.Proposition. Suppose thatµ ∈ Λ±
m andν ∈ Λ±

n . Then

Eµ ∗ Eν = Eµ⊔ν ∈ Sol(Gr,n+m)

whereµ ⊔ ν = (µ1, . . . , µl, ν1, . . . , νk) is the concatenation of two signed permutations.

Proof. By definition,Eµ ∗Eν = (Eµ×Eν)E(m,n) where, as above, we interpretEµ×Eν

as an element ofkG(m,n) ⊆ kGr,n. Therefore, it is enough to prove thatEµ⊔ν =

E
(m,n)
µ×ν E(m,n). However, this follows immediately from the previous Lemmabecause

Gµ⊔ν = Gµ × Gν ⊆ G(m,n). ¤

Notice that the Proposition says thatSol(r) is a subalgebra ofG (r) and that, as an
algebra,Sol(r) is freely generated by the elements{En : n ∈ Z }.

9.6.Proposition. Suppose thatn is a positive integer. Then

a) ∆(En) =
n
∑

m=0
Em ⊗ En−m;

b) ∆(E−n) =
n
∑

m=0
E−m ⊗ Em−n.

Proof. Part (a) follows directly from the definitions. This result is well known because
En = 1Gr,n

is the identity element ofkGr,n, so we omit the details.
For part (b), observe thatE−n = F(n) =

∑

t∈T t. Therefore,

∆(E−n) =
∑

α=(α1,...,αn)∈Zr
n

∆(tα1
1 . . . tαn

n )

=
∑

α=(α1,...,αn)∈Zr
n

n
∑

m=0

tα1
1 . . . tαm

m ⊗ t
αm+1

1 . . . tαm

n−m

=
n

∑

m=0

∑

β∈Z
r
m

γ∈Z
r
n−m

tβ1

1 . . . tβm
m ⊗ tγ1

1 . . . t
γn−m

n−m

=

n
∑

m=0

E−m ⊗ Em−n,

as required. ¤

We henceforth adopt the unusual convention that
∑b

m=a f(m) =
∑a

m=b f(m) if b < a.
This allows us to write the Proposition 9.6 more compactly as∆(En) =

∑µk

m=0 Em ⊗
Eµk−m, for n ∈ Z.

As the coproduct is an algebra homomorphismG (r) → G (r) ⊗ G (r) it follows from
the last two Propositions thatSol(r) is a sub-bialgebra ofG (r).

Let P be a set of non-commuting indeterminates overk. The concatenation Hopf
algebraonP is the free associativek-algebrak〈P〉 onP with counitε, whereε(f(P)) =
f(0) is the constant term off(P) ∈ k〈P〉, coproductδ(p) = p⊗ 1 + 1⊗ p for anyp ∈ P,
and antipodeS determined byS(p1 . . . pk) = (−1)kpk . . . p1, for p1, . . . , pk ∈ P. Any
functiondeg :P−→N extends to a degree function on the monomials ink〈P〉 by setting
deg(p1 . . . pk) = deg(p1) + · · · + deg(pk). In this way,k〈P〉 =

⊕

n≥0 k〈P〉n becomes
a graded connected Hopf algebra, wherek〈P〉n is the space of homogeneous polynomials
p1 . . . pk in P with deg(p1 . . . pk) = n.

We can now prove the main result of this section. Up until now we have not used the
assumption thatk is a field of characteristic zero. This assumption is necessary, however,
for the proof of the following Theorem.

9.7. Theorem. Suppose thatk is a field of characteristic zero. Then(Sol(r),∆, ε) is
isomorphic to the graded connected concatenation Hopf algebra k〈P〉 on a set of non-
commuting indeterminatesP = {Pn : n ∈ Z \ {0} } wheredeg P±n = n, for n > 0.
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Proof. Our argument is modeled on the proof of [22, Theorem 2.1].
Let x be a formal variable and consider the algebraSol(r)JxK of formal power series in

x overSol(r), wherex commutes withSol(r). For each positive integern define elements
P±n ∈ Sol(r)JxK using the generating series

∑

n>0

Pnxn = log(1 + E1x + E2x
2 + · · · )

and
∑

n>0

P−nxn = log(1 + E−1x + E−2x
2 + · · · ).

A straightforward calculation using Proposition 9.5 and the Taylor series expansion of
log(1 + t) shows that

Pn =
∑

α∈Λn

(−1)ℓ(α)−1

ℓ(α)
Eα and P−n =

∑

−α∈Λn

(−1)ℓ(α)−1

ℓ(α)
Eα.

(Recall thatℓ(α) is the number of non-zero parts inα.) Therefore,Pn, P−n ∈ Sol(Gr,n)
are homogeneous of degreen; in particular,P±n ∈ Sol(r), for all n > 0. Consequently,
the elements{P±n : n > 0 } generate a subalgebra ofSol(r).

Similarly, since
∑

n≥0 E±nxn = exp(
∑

n>0 P±nxn), another completely formal cal-
culation using the Taylor series expansion ofexp(x) and Proposition 9.5 shows that if
n > 0 then

En =
∑

α∈Λn

1

ℓ(α)!
Pα and E−n =

∑

−α∈Λn

1

ℓ(α)!
Pα,

where we setPα = Pα1
∗ · · · ∗ Pαk

, for α = (α1, . . . , αk) ∈ ±Λn. Therefore, by the last
paragraph, the setP = {Pn : n ∈ Z \ {0} } freely generatesSol(r) as an algebra. That is,
Sol(r) = 〈P±n | n > 0〉 as an algebra.

We claim that∆(Pn) = Pn⊗1+1⊗Pn, for n ∈ Z\{0}. This will complete the proof
because it shows that these elements generate a concatenation Hopf algebrak〈P〉 inside
Sol(r). Starting from the definition ofP±n we have that

∑

n>0

∆(P±nxn) = ∆
(

∑

n≥0

log(
∑

n≥0

E±nxn)
)

= log
(

∑

n≥0

∆(E±n)xn
)

,

where the last equality follows by the linearity of Taylor expansions since∆ is an algebra
homomorphism. Using Proposition 9.6 to expand the right hand side of the last equation,
exactly as in the proof of [22, (2.9)], shows that∆(P±n) = Pn ⊗ 1 + 1⊗Pn. This proves
our claim and so completes the proof. ¤

9.8.Corollary. Suppose thatr > 1. Then the graded vector spaceSol(r) equipped with
the product∗, coproduct∆, unit E0 and counitε, is a graded connected Hopf subalgebra
of G (r).

10. A SECOND BIALGEBRA STRUCTURE ONSol(r)

In this section we show that the cyclotomic Hopf algebraSol(r) has a second bialgebra
structure with the same coproduct∆ as in section 9, but where the product is inherited
from multiplication in the groupsGr,n, for r, n ≥ 0. More precisely, theinternal product
is the unique bilinear map· : G (r)−→G (r) such that ifw ∈ Gr,m andv ∈ Gr,n then

w · v =

{

wv, if n = m,

0, otherwise.

We frequently abuse notation and writexy = x · y, for x, y ∈ G (r). It is straightforward
to check that(Sol(r),∆, ε, ·) is a bialgebra.
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As each of the group algebraskGr,n are associative algebras it follows that(G (r), ·) is
an associative algebra. Note, however, that(G (r), ·) does not have a multiplicative unit,
so we cannot expect to obtain a second Hopf algebra structureonSol(r) in this way. Note
also that the internal product· does not respect the grading onG (r) =

⊕

n kGr,n.
By Theorem 6.8,Sol(r) is a subalgebra of the algebra(G (r), ·). We will show that

(

Sol(r), ·,∆
)

is a sub-bialgebra ofG (r). To prove this we need only show that∆ is an
algebra homomorphism with respect to the internal product.The argument that we give
generalizes that used by Malvenuto [21, Remark 5.15] to prove the analogous statement
for the descent algebra of the symmetric group. We start withsome new definitions.

A pseudo signed compositionof n is an elementc = (c1, c2, . . . , ck) ∈ Zk, for some
k > 0, such that|c| = |c1| + |c2| + · · · |ck| = n. A pseudo compositionis an element of
Nk, for somek > 0. The difference between (signed) compositions and pseudo (signed)
compositions is that pseudo (signed) compositions can contain zeros. Ifc is a pseudo
signed composition letc be the signed composition obtained by omitting the zeros from c.
For example, ifc = (−2, 0, 3, 0, 1) thenc = (−2, 3, 1).

If c ∈ Zk is a pseudo signed composition then setEc = Ec. If c, c′ ∈ Zk are two
pseudo signed composition of the same length thenc + c

′ ∈ Zk, where addition is defined
componentwise. We extend the operation of concatenation topseudo signed compositions
in the obvious way so that ifc ∈ Zk andc

′ ∈ Zl thenc ⊔ c
′ ∈ Zk+l.

Two integersc andc′ aresign equivalent, and we writec∼sgnc
′, if c andc′ are both

non–negative, or both non-positive. Similarly, two (pseudo) signed compositionsc =
(c1, . . . , ck) andc′ = (c′1, . . . , c

′
k) are sign equivalent ifci ∼sgnc

′
i, for i = 1, . . . , k. Again,

we writec∼sgnc
′.

10.1.Proposition. Suppose thatµ ∈ Λ±
n and thatℓ(µ) = k. Then

∆(Eµ) =
∑

c
′ ∼sgnc

′′∈Z
k

µ=c
′+c

′′

Ec
′ ⊗ Ec

′′ .

Proof. We argue by induction onk. As ∆(E0) = E0 ⊗ E0 the casek = 0 is clear. So
we may assume thatk > 0. Let ν = (µ1, . . . , µk−1) so thatµ = ν ⊔ (µk). Then, by
Proposition 9.5 and Proposition 9.6,

∆(Eµ) = ∆(Eν ∗ Eµk
) = ∆(Eν) ∗ ∆(Eµk

)

=
(

∑

c
′ ∼sgnc

′′∈Z
k−1

ν=c
′+c

′′

Ec
′ ⊗ Ec

′′

)

∗
(

µk
∑

m=0

Em ⊗ Eµk−m

)

,

by induction onk. (If µk < 0 then recall our unusual convention for summations from
after Proposition 9.6.) Therefore, using Proposition 9.5 for the second equality,

∆(Eµ) =
∑

c
′ ∼sgnc

′′∈Z
k−1

ν=c
′+c

′′

µk
∑

m=0

Ec
′ ∗ Em ⊗ Ec

′′ ∗ Eµk−m

=
∑

c
′ ∼sgnc

′′∈Z
k−1

ν=c
′+c

′′

µk
∑

m=0

E
c
′⊔(m) ⊗ E

c
′′⊔(µk−m)

=
∑

c
′ ∼sgnc

′′∈Z
k

µ=c
′+c

′′

Ec
′ ⊗ Ec

′′

as required. ¤
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Let k, l > 0 be positive integers and letMatkl(Z) be the set ofk× l integer matrices. If
M ∈ Matkl(Z) let row(M) = (r1, . . . , rk) be the pseudo composition whereri is the sum
of the absolute entries in rowi of M , for 1 ≤ i ≤ k. Similarly, letcol(M) = (c1, . . . , ck)
be the pseudo composition wherecj is the sum of the absolute values of the entries in
column j of M . Finally, if M ∈ Matkl(Z) let comp(M) be the signed composition
obtained by listing the non–zero entries inM in order, from left to right and then top to
bottom; thus, ifM = (mij) thencomp(M) = (m11, . . . ,m1l,m21, . . . ,mk1, . . . ,mkl).

If c = (c1, . . . , ck) is a pseudo signed composition then definec
+ = (|c1|, . . . , |ck|). In

the next definition we are most interested in the case whenµ andν are signed compositions.
We include pseudo signed compositions in the definition because they are needed in the
proof of Theorem 10.5 below.

10.2.Definition. Suppose thatµ = (µ1, . . . , µk) andν = (ν1, . . . , νl) are pseudo signed
compositions ofn. Let

Nµν =

{

M = (mij) ∈ Matkl(Z)

∣

∣

∣

∣

∣

row(M) = µ+, andcol(M) = ν+,
mij ≤ 0 if µi < 0 or if νj < 0,
andmij ≥ 0 if µi > andνj > 0

}

.

Suppose now thatM = (mij) ∈ Nµν . Theweightof M is the non-negative integer

wt(M) = −
∑

i:µi<0
j:νj<0

mij ,

where in the sum1 ≤ i ≤ k and1 ≤ j ≤ l (note thatmij ≤ 0 for all suchi, j). If µ andν
are signed compositions letTM be the unique row semistandard tableau inT (µ, ν) such
that j appears|mij | times in rowi of T, for 1 ≤ i ≤ k and1 ≤ j ≤ l.

Note that ifµ andν are compositions andM = (mij) ∈ Nµν thenwt(M) = 0 and
mij ≥ 0, for 1 ≤ i ≤ ℓ(µ) and1 ≤ j ≤ ℓ(ν).

10.3.Proposition. Suppose thatµ andν are signed compositions ofn. Then

EµEν =
∑

M∈Nµν

rwt(M)Ecomp(M)

Proof. By Theorem 6.8,EµEν =
∑

d∈D
µ+ν+

|T−µ∩d(−ν)|Eµ∩dν . Therefore, to prove the

Proposition it is enough to show that there exists a bijection Nµν → Dµ+ν+ ;M 7→ dM

such thatcomp(M) = µ ∩ dMν andrwt(M) = |T−µ∩dM (−ν)|.
First, observe that the mapNµν → T (µ, ν);M 7→ TM is a bijection because its inverse

is the map which sends the tableauT ∈ T (µ, ν) to MT = (mij), where|mij | is the
number of times thatj appears in rowi of T, and where the sign ofmij is determined
by the constraints onNµν . Next, by (5.5), the mapT (µ, ν) → Dµ+ν+ ;T 7→ dT∗ is a
bijection. Hence, the map

Nµν → Dµ+ν+ ;M 7→ dM = dT∗
M

is a bijection.
Fix M ∈ Nµν . Thenwt(M) = wt(TM ) in the notation of Corollary 5.8, so that

rwt(M) = |T−µ∩dM (−ν)|. Hence, it remains to prove thatcomp(M) = µ ∩ dMν. The per-
mutationdM is determined by the row semistandard tableauT which, by the last paragraph,
also determinesM = (mij). If mij 6= 0 then|mij | is equal to the number of times thatj
appears in rowi of T. Writing Gµ = Gµ1

×· · ·×Gµk
andGν = Gν1

×· · ·×Gνl
, and abus-

ing notation slightly, we see thatmij computes the intersection ofGµi
with dMGνj

d−1
M ;

more precisely,

Gµi
∩ dMGνj

d−1
M

∼=

{

G(r, 1,mij), if mij > 0,

S−mij
, if mij < 0.
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Comparing this with the recipe given in the proof of Lemma 5.1for computingµ ∩ dMν
we see thatcomp(M) = µ ∩ dMν, as required. ¤

Garsia–Remmel [13, Prop. 1.1] (see also [12,§4]), proved the analogue of this result
for the Solomon algebras of the symmetric groups. This is equivalent to special case of
Proposition 10.3 whenµ andν are both compositions ofn. If µ, ν ∈ Λn then the bijection
Nµν

≃
−→ Dµν is well–known; see, for example, [19, Theorem 1.3.10].

10.4.Example As in Example 5.9, suppose thatµ = (3,−2) andν = (−22, 1). The
following table lists all of the elements ofNµν , together with the associated signed com-
position and row semistandardµ–tableau of typeν and the weight of the matrix.

M comp(M) TM wt(M)
(

−2 −1 0
0 −1 −1

)

(−2,−13) 1 1 2

2 3

1

(

−2 0 1
0 −2 0

)

(−2, 1,−2) 1 1 3

2 2

2

(

−1 −2 0
−1 0 −1

)

(−1,−2,−12) 1 2 2

1 3

1

(

−1 −1 1
−1 −1 0

)

(−12, 1,−12) 1 2 3

1 2

2

(

0 −2 1
−2 0 0

)

(−2, 1,−2) 2 2 3

1 1

2

The reader might like to compare this table with the one givenin Example 5.9.
Combining the information above with Proposition 10.3 shows that

E(3,−2)E(−22,1) = 2r2E(−2,1,−2) + rE(−2,−13) + rE(−1,−2,−12) + r2E(−12,1,−12).

This calculation agrees with Example 6.10, as it must. ♦

Suppose thatM ′ = (m′
ij),M

′′ = (m′′
ij) ∈ Matkl(Z), for somek, l > 0. ThenM ′ and

M ′′ aresigned equivalent, and we writeM ′ ∼sgnM
′′, if m′

ij ∼sgnm
′′
ij , for 1 ≤ i ≤ k and

1 ≤ j ≤ l.
We can now prove the main result of this section.

10.5.Theorem. Suppose thatr > 1. ThenSol(r) equipped with product·, coproduct∆
and counitε, is a bialgebra.

Proof. As remarked at the beginning of this section, it remains to show that the coproduct
∆: Sol(r) −→ Sol(r) ⊗ Sol(r) is an algebra homomorphism with respect to the internal
product·. By linearity it is enough to show that

∆(EµEν) = ∆(Eµ)∆(Eν),

for all signed compositionsµ andν. Further, we may assume that|µ| = |ν| since otherwise
both sides of this equation are zero. Letk = ℓ(µ) and l = ℓ(ν) and forM ∈ Nµν let
ℓ(M) = ℓ(comp(M)). Then, by Proposition 10.3 and Proposition 10.1,

∆(EµEν) =
∑

M∈Nµν

rwt(M)∆(Ecomp(M))

=
∑

M∈Nµν

∑

c
′ ∼sgnc

′′∈Z
ℓ(M)

comp(M)=c
′+c

′′

rwt(M)Ec
′ ⊗ Ec

′′ ,

For the moment, fix a matrixM ∈ Nµν and c
′, c′′ ∈ Zℓ(M) such thatc′ ∼sgnc

′′ and
comp(M) = c

′ + c
′′. Sincec

′ ∼sgnc
′′ there exist unique matricesM ′ = (m′

ij),M
′′ =

(m′′
ij) ∈ Matkl(Z) such thatM = M ′ + M ′′, M ∼sgnM

′ ∼sgnM
′′, comp(M ′) = c′ and
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comp(M ′′) = c′′. Note thatwt(M) = wt(M ′) + wt(M ′′) sinceM ′ ∼sgnM
′′. Therefore,

the last equation becomes

∆(EµEν) =
∑

M∈Nµν

∑

M ′ ∼sgnM ′′

M ′+M ′′=M

rwt(M ′)Ecomp(M ′) ⊗ rwt(M ′′)Ecomp(M ′′)

For each pairM ′ andM ′′ in the second sum letµ′ = row(M ′) andµ′′ = row(M ′′).
Thenµ′ andµ′′ arepseudosigned compositions such thatµ = µ′ + µ′′ andµ′ ∼sgnµ

′′.
Similarly,ν′ = col(M ′) andν′′ = col(M ′′) arepseudosigned compositions such thatν =
ν′ +ν′′ andν′ ∼sgnν

′′. By signed equivalence,M ′ ∈ Nµ′ν′ andM ′′ ∈ Nµ′′ν′′ . Moreover,
M ′ andM ′′ run throughNµ′ν′ andNµ′′ν′′ , respectively, for all possibleµ′, µ′′, ν′ andν′′,
asM runs throughNµν . Observe that ifM ′ ∈ Nµ′ν′ andM ′′ ∈ Nµ′′ν′′ , for µ′, µ′′, ν′ and
ν′′ as above, thenM ′ ∼sgnM

′′ sinceµ′ ∼sgnµ
′′ andν′ ∼sgnν

′′. Therefore, we can reverse
the order of summation in the last displayed equation to obtain

∆(EµEν) =
∑

µ′ ∼sgnµ′′

µ=µ′+µ′′

ν′ ∼sgnν′′

ν=ν′+ν′′

∑

M ′∈Nµ′ν′

M ′′∈Nµ′′ν′′

rwt(M ′)Ecomp(M ′) ⊗ rwt(M ′′)Ecomp(M ′′)

=
∑

µ′ ∼sgnµ′′

µ=µ′+µ′′

ν′ ∼sgnν′′

ν=ν′+ν′′

(

∑

M ′∈Nµ′ν′

rwt(M ′)Ecomp(M ′)

)

⊗
(

∑

M ′′∈Nµ′′ν′′

rwt(M ′′)Ecomp(M ′′)

)

=
(

∑

µ′ ∼sgnµ′′

µ=µ′+µ′′

Eµ′ ⊗ Eµ′′

)(

∑

ν′ ∼sgnν′′

ν=ν′+ν′′

Eν′ ⊗ Eν′′

)

= ∆(Eµ)∆(Eν),

where the last two equalities follow by Proposition 10.3 andProposition 10.1 respectively.
This completes the proof. ¤
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[10] C. BONNAFÉ AND G. PFEIFFER, Around solomon’s descent algebra, preprint, 2006 , preprint, 2006.
Math.RT/0601317. [Page 1.]

[11] K. BREMKE AND G. MALLE , Reduced words and a length function forG(e, 1, n), Indag. Math.,8 (1997),
453–469. [Page 3.]

[12] A. GARSIA AND J. REMMEL, Shuffles of permutations and the Kronecker product, Graphs Combin.
1(1995), no. 3, 217-263. [Page 29.]

[13] A. M. GARSIA AND C. REUTENAUER, A decomposition of Solomon’s descent algebra, Adv. Math.,77
(1989), 189–262. [Pages 1 and 29.]

[14] M. GECK AND G. PFEIFFER, Characters of finite Coxeter groups and Iwahori-Hecke algebras, Oxford
University Press, New York, 2000. [Page 6.]

[15] I. M. GELFAND, D. KROB, A. LASCOUX, B. LECLERC, V. S. RETAKH , AND J.-Y. THIBON, Noncom-
mutative symmetric functions, Adv. Math.,112(1995), 218–348. [Pages 1 and 2.]

[16] I. M. GESSEL, Multipartite P -partitions and inner products of skew Schur functions, in Combinatorics and
algebra (Boulder, Colo., 1983), Contemp. Math.,34, Amer. Math. Soc., Providence, RI, 1984, 289–317.
[Page 2.]

[17] J. FULMAN , Descent algebras, hyperplane arrangements, and shuffling cards, Proc. Amer. Math. Soc.129
(2001), no. 4, 965-973. [Page 1.]

[18] S.K. HSIAO AND T.K. PETERSEN, The Hopf algebras of type B quasisymmetric functions and peak func-
tions, preprint 2006. math.CO/0610976. [Page 2.]

[19] G. JAMES AND A. K ERBERThe representation theory of the symmetric groupEncyclopedia of Mathematics
and its Applications,16, Addison-Wesley Publishing Co., Reading, Mass., 1981. [Page 29.]

[20] C. K. MAK , Quasi-parabolic subgroups ofG(m, 1, r), J. Algebra,246(2001), 471–490. [Page 8.]

[21] C. MALVENUTO, Produits et coproduits des fonctions quasi-symmétriques et doe l’alǵebre des descents, no.
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