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Abstract

We introduce the combinatorial model of J-folded alcove paths in an affine Weyl group
and construct representations of affine Hecke algebras using this model. We study bound-
edness of these representations, and we state conjectures linking our combinatorial formulae
to Kazhdan-Lusztig theory and Opdam’s Plancherel Theorem.
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Introduction

In this paper we introduce the combinatorial model of J-folded alcove paths in an affine Weyl
group W̃ , and use this model to construct and analyse representations of affine Hecke algebras
with arbitrary parameters. A main motivation for this work is towards extending to arbitrary
dimension the methods of [16, 15] where a combinatorial proof of Lusztig’s conjectures P1–P15
(see [22]) for 2-dimensional affine Hecke algebras with arbitrary parameters is given. While we
do not discuss Lusztig’s conjectures directly in the present paper, we expect that the theory
developed here, and in particular the combinatorial modules constructed, will play a role in
future work on these conjectures and related combinatorial questions. In the final sections of
the paper we give some indications of these future connections via a series of conjectures linking
our combinatorial modules to Kazhdan-Lusztig theory, and we verify these conjectures in various
cases.

More precisely, for each subset J ⊆ I (with I an indexing set for the generators of the finite
Weyl group) and each J-parameter system v (see Definition 3.5) we construct a finite dimensional
module MJ,v for the affine Hecke algebra H̃ (Theorem 4.2), and develop a formula for the matrix

entries of πJ,v(Tw), w ∈ W̃ , with respect to a distinguished basis in terms of J-folded alcove

paths, where {Tw | w ∈ W̃} is the standard basis of the affine Hecke algebra (Theorem 4.13).
This construction is inspired by the work of Deodhar [5, 6, 7, 8] (see in particular [5, §2]) and
Lusztig (see in particular [21, Lemma 4.7]).

Parabolic induction plays a central role in the representation theory of Hecke algebras (see
[30] and the references within). In the case of affine Hecke algebras this parabolic induction takes
the form of induction of finite dimensional representations of Levi subalgebras. We show that
our combinatorial modules MJ,v are isomorphic to representations of the affine Hecke algebra
induced from “generic” 1-dimensional representations of Levi subalgebras, and that all such
induced representations arise from our combinatorial construction (Theorem 4.21).

In Section 5 we recall the notion of bounded representations from [16, 15], modelled on the
work of Geck [11] in the finite dimensional case. This theory requires the parameters qi of the
affine Hecke algebra to be of the form qi = qL(si), where L is a positive weight function on the
affine Weyl group. In these “weighted Hecke algebras” one has the notion of degree (in the
parameter q), and this is the setting of Kazhdan-Lusztig theory. Then a bounded representation
is a finite dimensional representation π for which the degree of the matrix entries of π(Tw) with

respect to some basis is uniformly bounded for all w ∈ W̃ , and in this case the bound of the
representation is the least upper bound aπ of this degree (this statistic depends on the particular
basis chosen).

In this paper we classify the subsets J ⊆ I and the J-parameter systems v such that MJ,v

is bounded (Theorem 5.9), and we give a general conjectural formula for the bound aJ,v (with
respect to a certain distinguished basis) in terms of Macdonald’s c-function [23] and Opdam’s
Plancherel Theorem [26] (see Conjecture 5.15 and Remark 5.21). The bound aJ,v appears to be
a very subtle and interesting statistic, and we make general conjectural links between aJ,v and
Kazhdan-Lusztig theory (see Conjecture 5.16). We prove our conjectures for various examples.

We now give an overview of the structure of the paper. In Section 1 we give background
material on root systems, Weyl groups, positively folded alcove paths, and affine Hecke algebras.

2



In Section 2 we study the geometry of the fundamental J-alcove in preparation for Section 3
where we introduce and develop the combinatorial model of J-folded alcove paths. We also
introduce the notion of a J-parameter system, which will play an important role in this work.

In Section 4 we construct our H̃-modules MJ,v (Theorem 4.2), and develop a combinatorial
formula for the matrix entries of this representation in terms of J-folded alcove paths (Theo-
rems 4.13 and 4.15). Moreover we show that MJ,v can be realised as a module induced from
a “generic” 1-dimensional representation of the Levi subalgebra LJ (Theorem 4.21). It is not
completely straightforward to show that MJ,v is indeed a module for the affine Hecke algebra,
and we note that another approach would be to define MJ,v from the onset as an induced mod-
ule, and then prove the path formula for the matrix entries (similar to the approach taken in
[16, 15]). However we note that in such an approach much of the difficulty in proving MJ,v is
a module from the original approach is transferred to deducing the path formula in the sec-
ond approach, and so we have decided to present this work taking the combinatorial approach,
following Deodhar [5, §2] and Lusztig [21, Lemma 4.7] (see Remark 4.1 for more details).

In Section 5 we recall the notion of bounded representations from [16, 15] for weighted affine
Hecke algebras, and we classify the subsets J ⊆ I and J-parameter systems v for which MJ,v is
bounded (Theorem 5.9). We apply the theory of J-folded alcove paths to study the bound aJ,v of
MJ,v, and state conjectural formulae for aJ,v and conjectural links with Lusztig’s a-function and
Kazhdan-Lusztig cells (see Conjectures 5.15 and 5.16). We verify these conjectures in various
cases (including 2-dimensional affine Hecke algebras with general parameters). In Section 6 we
consider the Ãn case with J = {1, 2, . . . , n− 1}, giving both an example of the theory developed
in the paper, and verifying our conjectures for this case.

Finally, we note that throughout the paper we work in the general setting of multiparameter
affine Hecke algebras, with the non-reduced root systems of type BCn being employed to deal with
the 3-parameter affine Hecke algebras with affine Weyl group of type C̃n (and the 2-parameter Ã1

Hecke algebras, see Convention 1.7). At times this level of generality leads to more complicated
formulae. However since this work is primarily directed towards understanding Kazhdan-Lusztig
theory for Hecke algebras with unequal parameters (where the deep geometric interpretations of
Kazhdan and Lusztig [18] and the associated positivity of Elias and Williamson [9] for the equal
parameter case typically do not hold), and since the 3-parameter affine Hecke algebras are the
most extreme cases of such algebras, we believe that this level of generality is warranted and
worthwhile. As a general guide to the reader unacquainted with the non-reduced setting one
may wish to assume the reduced case on first reading, in which case all symbols like v2α or q2α

may be read as being 1.

1 Background

This section contains background on root systems, Weyl groups, positively folded alcove paths,
affine Hecke algebras and the Bernstein-Lusztig presentation. Our main references are [3] (for
root systems and Weyl groups, [27, 29] (for positively folded alcove paths), and [20, 25, 29] (for
the affine Hecke algebra and Bernstein-Lusztig presentation).

1.1 Root systems

Let I = {1, 2, . . . , n}. Let Φ be an irreducible, not necessarily reduced, crystallographic root
system of rank n in a real vector space V with bilinear form 〈·, ·〉. For α ∈ V \{0} let α∨ =
2α/〈α, α〉, and let Φ∨ = {α∨ | α ∈ Φ} be the dual root system. Let {αi | i ∈ I} be a system of
simple roots, and let Φ+ denote the corresponding set of positive roots. We will adopt Bourbaki
conventions [3] when labelling the simple roots. If α =

∑
i∈I aiαi ∈ Φ let ht(α) =

∑
i∈I ai

denote the height of α. Let ϕ ∈ Φ denote the highest root of Φ, and define integers mi ≥ 1 by
ϕ = m1α1 + · · ·+mnαn.
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The coroot lattice of Φ is the Z-lattice Q spanned by Φ∨. The fundamental coweights of Φ
are the elements ωi ∈ V , i ∈ I, with 〈ωi, αj〉 = δi,j . The coweight lattice of Φ is the Z-lattice
P spanned by the fundamental coweights, that is P = Zω1 + · · · + Zωn. The set of positive
coweights is P+ = Nω1 + · · ·+ Nωn. Note that Q ⊆ P .

Remark 1.1. A root system Φ is called reduced if α ∈ Φ and kα ∈ Φ implies that k ∈ {−1, 1}.
In any irreducible reduced root system there are at most two root lengths (the long roots and the
short roots, with all roots considered long if there is only one root length). For each n ≥ 1 there
is a unique non-reduced irreducible crystallographic root system Φ of rank n up to isomorphism,
denoted BCn. Explicitly we can take V = Rn with standard basis e1, . . . , en, simple roots
αj = ej − ej+1 for 1 ≤ j ≤ n− 1 and αn = en. Then

Φ+ = {ei − ej , ei + ej , ek, 2ek | 1 ≤ i < j ≤ n, 1 ≤ k ≤ n}.

Note that there are three root lengths in Φ (if n > 1). The roots 2ek are the long roots. Note
that P = Q for the BCn root system, and that the highest root is ϕ = 2e1 = 2(α1 + · · · + αn).
See Figure 1.

To each root system Φ we associate reduced root systems Φ0 and Φ1 by

Φ0 = {α ∈ Φ | α/2 /∈ Φ} and Φ1 = {α ∈ Φ | 2α /∈ Φ}.

In particular if Φ is reduced then Φ0 = Φ1 = Φ, and if Φ is of type BCn then Φ0 (respectively
Φ1) is a reduced root system of type Bn (respectively Cn).

1.2 Weyl groups, affine Weyl groups, and extended affine Weyl groups

Let Φ be as above. For each α ∈ Φ let sα be the orthogonal reflection in the hyperplane
Hα = {x ∈ V | 〈x, α〉 = 0} orthogonal to α, thus sα(x) = x − 〈x, α〉α∨ for x ∈ V . Write
si = sαi for i ∈ I. The Weyl group of Φ is the subgroup W0 of GL(V ) generated by the
reflections s1, . . . , sn. The inversion set of w ∈ W0 is Φ(w) = {α ∈ Φ+

0 | w−1α ∈ −Φ+
0 } (note

the convention that Φ(w) ⊆ Φ0).
For each α ∈ Φ and k ∈ Z let Hα,k = {x ∈ V | 〈x, α〉 = k}, and let sα,k be the orthogonal

reflection in the affine hyperplane Hα,k. Explicitly, sα,k(x) = x − (〈x, α〉 − k)α∨. The affine
Weyl group is W = 〈{sα,k | α ∈ Φ, k ∈ Z}〉 (a subgroup of Aff(V )). We have W = Q oW0,
where we identify λ ∈ V with the translation tλ(x) = x+ λ. The extended affine Weyl group is

W̃ = P oW0. Since Q ⊆ P we have W ≤ W̃ . If w ∈ W̃ we define the linear part θ(w) ∈ W0

and the translation coweight wt(w) ∈ P by the equation

w = twt(w)θ(w). (1.1)

The Weyl group W0 is a Coxeter group with Coxeter generators {si | i ∈ I}. The affine
Weyl group W is a Coxeter group with Coxeter generators S = {si | i ∈ {0} ∪ I}, where

s0 = sϕ,1 = tϕ∨sϕ. If Φ = BCn then W = W̃ is a Coxeter group of type C̃n.
The extended affine Weyl group is typically not a Coxeter group. Writing Σ = P/Q we have

W̃ ∼= WoΣ. Each σ ∈ Σ induces a permutation (also denoted by σ) of {0}∪I by σsiσ
−1 = sσ(i).

In this way we can identify Σ with a subgroup of the group of automorphisms of the extended
Dynkin diagram. For example, in type An the group Σ is generated by the permutation i 7→ i+1
mod n+ 1 of {0} ∪ I.

Let ` : W → N denote the length function on the Coxeter group W . We extend this length
function to the extended affine Weyl group W̃ by setting `(wσ) = `(w) for all w ∈ W and

σ ∈ Σ. Thus Σ = {w ∈ W̃ | `(w) = 0}. By a reduced expression for w ∈ W̃ we shall mean a
decomposition w = si1 · · · si`σ with ` = `(w) and σ ∈ Σ.
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The closures of the open connected components of V \
(⋃

α,kHα,k

)
are called alcoves. Let

A denote the set of all alcoves. The fundamental alcove is given by

A0 = {x ∈ V | 0 ≤ 〈x, α〉 ≤ 1 for all α ∈ Φ+}.

The hyperplanes bounding A0 are called the walls of A0. Explicitly these walls are Hαi,0 with
i ∈ I and Hϕ,1. We say that a panel of A0 (that is, a codimension 1 facet) has type i for i ∈ I
if it lies on the wall Hαi,0, and type 0 if it lies on the wall Hϕ,1.

Note that if Φ is not reduced, and if α ∈ Φ+ with 2α ∈ Φ, then Hα,2k = H2α,k. Thus
there are two distinct positive roots associated to this hyperplane. However note that every
hyperplane H can be expressed uniquely as H = Hα,k for some α ∈ Φ+

1 and k ∈ Z.
The (non-extended) affine Weyl group W acts simply transitively on A. We use the action

of W to transfer the notions of walls, panels, and types of panels to arbitrary alcoves. Alcoves
A and A′ are called i-adjacent (written A ∼i A′) if A 6= A′ and A and A′ share a common type i
panel (with i ∈ {0} ∪ I). Thus the alcoves wA0 and wsiA0 are i-adjacent for all w ∈ W and
i ∈ {0} ∪ I.

The extended affine Weyl group W̃ acts transitively on A, and the stabiliser of A0 is Σ. The
vertex set of A0 is {xi | i ∈ {0} ∪ I} where x0 = 0 and xi = ωi/mi for i ∈ I (with mi as in
Section 1.1), and the action of σ ∈ Σ on this set of vertices is given by σ(xi) = xσ(i).

Each affine hyperplane Hα,k with α ∈ Φ+ and k ∈ Z divides V into two half-spaces, denoted

H+
α,k = {α ∈ V | 〈x, α〉 ≥ k} and H−α,k = {x ∈ V | 〈x, α〉 ≤ k}.

This “orientation” of the hyperplanes is called the periodic orientation (see Figure 1 for an
illustration in the non-reduced BC2 case).

+− +− +− +− +− +− +−

+

−
+

−
+

−
+

−
+

−
+

−
+

−

−
+

−
+

−
+

+− +− +−

α1 = α∨
1

ω2
(2α2)∨ = α∨

2 /2

2α2

ω1 ϕe s0

s2

s1

Figure 1: Root system of type BC2

1.3 Affine root system

It is convenient to have the notion of the affine root system

Φ̃ = {α+ kδ | α ∈ Φ, k ∈ Z}
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in the space V ⊕Rδ. Identifying V with its dual, one may regard δ as the (nonlinear) constant
function δ : V → R with δ(v) = 1 for all v ∈ V . Writing 〈λ, α+ kδ〉 = 〈λ, α〉+ k (however note
this is no longer bilinear) we have Hα,k = {x ∈ V | 〈x, α− kδ〉 = 0}, and so the hyperplane Hα,k

corresponds to the affine roots ±(α− kδ).
The simple roots of the affine root system are α0 = −ϕ + δ and αi + 0δ with i ∈ I. These

choices give the set of positive affine roots as

Φ̃+ = (Φ+ + Z≥0δ) ∪ (−Φ+ + Z>0δ).

Let Φ̃0 = Φ0 + Zδ (and so Φ̃0 = Φ̃ if Φ is reduced), and let Φ̃+
0 = Φ̃+ ∩ Φ̃0.

The action of W̃ on the affine root system (given by the action on half spaces) is given by

w(α+ kδ) = wα+ kδ and tλ(α+ kδ) = α+ (k − 〈λ, α〉)δ for w ∈W0 and λ ∈ P .

The (affine) inversion set of w ∈ W̃ is

Φ̃(w) = {α+ kδ ∈ Φ̃+
0 | w

−1(α+ kδ) ∈ −Φ̃+
0 }.

Moreover, for w ∈ W̃ and i ∈ {0} ∪ I we have

wA0
−|+wsiA0 if and only if wαi ∈ −Φ+ + Zδ. (1.2)

Here the notation wA0
−|+wsiA0 indicates that wsiA0 is on the positive side of the hyperplane

separating wA0 and wsiA0. We will also say that w → wsi is a positive crossing (or simply is
positive), and similarly if wA0

+|−wsiA0 we say that w → wsi is negative (see also Section 1.5).

1.4 Parabolic subgroups

Let J ⊆ I. The J-parabolic subgroup of W0 is the subgroup WJ = 〈{sj | j ∈ J}〉. Since
WJ is finite there exists a unique longest element of WJ , denoted wJ , and we have `(wJw) =
`(wwJ) = `(wJ) − `(w) for all w ∈ WJ . We write w0 = wI . It is well known (see, for example
[1, Proposition 2.20]) that each coset WJw with w ∈ W0 contains a unique representative of
minimal length. Let W J be the transversal of these minimal length coset representatives. Then
each w ∈W0 has a unique decomposition

w = yu with y ∈WJ , u ∈W J , (1.3)

and moreover whenever y ∈WJ and u ∈W J we have `(yu) = `(y) + `(u).
The support of a root α ∈ Φ is supp(α) = {i ∈ I | ci 6= 0}, where α =

∑
i∈I ciαi. For J ⊆ I

let ΦJ = {α ∈ Φ | supp(α) ⊆ J}, and for w ∈ W0 write ΦJ(w) = Φ(w) ∩ ΦJ . The following
lemma is well known (see, for example [17, Corollary 2.13]), however we provide a proof for
completeness.

Lemma 1.2. Let J ⊆ I. If w = yu with y ∈ WJ and u ∈ W J then Φ(y) = Φ(w) ∩ ΦJ . In
particular, we have W J = {u ∈W | ΦJ(u) = ∅}.

Proof. Suppose there exists β ∈ ΦJ(w)\Φ(y). Since β /∈ Φ(y) we have `(sβy) > `(y), and since
β ∈ ΦJ(w) we have `(sβw) < `(w). Since β ∈ ΦJ we have sβ ∈ WJ , but then the element
y′ = sβy ∈ WJ satisfies `(y′u) = `(sβw) < `(w) = `(y) + `(u) < `(sβy) + `(u) = `(y′) + `(u),
contradicting the fact that u ∈W J .

Definition 1.3. Let w ∈ W̃ and recall the definition of θ(w) from (1.1). Define θJ(w) ∈ WJ

and θJ(w) ∈W J by the equation θ(w) = θJ(w)θJ(w).
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For J ⊆ I let
VJ =

∑
j∈J

Rα∨j and V J =
∑
i∈I\J

Rωi.

Then V = VJ ⊕ V J (orthogonal direct sum).
Let λ 7→ λJ denote the orthogonal projection V → V J , and let

P J = {λJ | λ ∈ P} ⊆ V J .

Note that in general the Z-lattice P J is not a subset of P . For example if Φ is of type A2 and
J = {1} then P J 3 ωJ1 = 1

2ω2 /∈ P (see Figure 2, where V J is denoted as a solid line, and P J

is indicated by heavy dots). Let {ωi | i ∈ I\J} be a choice of Z-basis of P J (in the example of
Figure 2 we may take ω2 = ω2/2).

α∨
1 α∨

2ω1 ω2

•
•
•

•
•

•

•
•

•
•

•
Figure 2: The set P J for type A2 with J = {1}

For J ⊆ I let ΦJ,l and ΦJ,s be the long and short roots of ΦJ ∩Φ0, respectively (with ΦJ,s = ∅
if Φ is simply laced). Define

ρJ =
1

2

∑
α∈Φ+

J,l

α and ρ′J =
1

2

∑
α∈Φ+

J,s

α,

and let {ω̃j | j ∈ J} be the basis of VJ dual to the basis {α∨j | j ∈ J} (that is, 〈α∨j , ω̃i〉 = δi,j for
all i, j ∈ J).

Lemma 1.4. We have

ρJ =
∑

{j∈J |αj∈ΦJ,l}

ω̃j and ρ′J =
∑

{j∈J |αj∈ΦJ,s}

ω̃j .

In particular ρJ (respectively ρ′J) is orthogonal to all short (respectively long) simple roots of ΦJ .

Proof. In the simply laced case see [3, VI, §1, Proposition 29]. In the non-simply laced case the
claim is readily checked from the classification (it is sufficient to check for irreducible J).

1.5 Positively folded alcove paths

Since the extended affine Weyl group W̃ does not act freely on the set of alcoves, it is convenient
for our purposes to consider “alcove paths” as sequences of elements of W̃ rather than sequences
of alcoves. Thus we make the following definition (see [29]).
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Definition 1.5. Let ~w = si1si2 · · · si`σ be an expression for w ∈ W̃ (not necessarily reduced)

with σ ∈ Σ, and let v ∈ W̃ . A positively folded alcove path of type ~w starting at v is a sequence
p = (v0, v1, . . . , v`, v`σ) with v0, . . . , v` ∈ W̃ such that, for 1 ≤ k ≤ `,

(1) v0 = v and vk ∈ {vk−1, vk−1sik}, and
(2) if vk−1 = vk then the alcove vk−1A0 is on the positive side of the hyperplane separating

the alcoves vk−1A0 and vk−1sikA0.
The end of p is end(p) = v`σ.

For v ∈ W̃ let

P(~w, v) = {all positively folded alcove paths of type ~w starting at v}.

Let ~w = si1si2 · · · si`σ and let p = (v0, . . . , v`, v`σ) ∈ P(~w, v). The index k ∈ {1, 2, . . . , `} is
called:

(1) a positive (respectively, negative) ik-crossing if vk = vk−1sik and vkA0 is on the positive
(respectively, negative) side of the hyperplane separating the alcoves vk−1A0 and vkA0;

(2) an ik-fold if vk = vk−1 (in which case vk−1A0 is necessarily on the positive side of the
hyperplane separating vk−1A0 and vk−1sikA0).

If p has no folds we say that p is straight. Less formally, the above crossings and folds can be
visualised as follows (where x = vk−1):

−
x xsik

+

(positive ik-crossing)

−
xsik x

+

(ik-fold)

+
xxsik

−

(negative ik-crossing)

If p is a positively folded alcove path, then for each i ∈ {0} ∪ I we define

fi(p) = #(i-folds in p) and f(p) = #(folds in p) =
n∑
i=0

fi(p).

The coweight and final direction of a positively folded alcove path p are (c.f. (1.1))

wt(p) = wt(end(p)) and θ(p) = θ(end(p)), (1.4)

and we write θJ(p) = θJ(end(p)) and θJ(p) = θJ(end(p)).

1.6 Affine Hecke algebras and the Bernstein-Lusztig presentation

Let (qi)i∈{0}∪I be a family of commuting invertible indeterminates with the property that qi = qj

whenever si and sj are conjugate in W̃ . Let R = Z[(q±1
i )i∈{0}∪I ]. The extended affine Hecke

algebra is the R-algebra H̃ with basis {Tw | w ∈ W̃} and multiplication given by (for w, v ∈ W̃
and i ∈ {0} ∪ I)

TwTv = Twv if `(wv) = `(w) + `(v)

TwTsi = Twsi + (qi − q−1
i )Tw if `(wsi) = `(w)− 1.

(1.5)

Note that each Tsi is invertible with T−1
si = Tsi − (qi − q−1

i ), and that each Tσ (with σ ∈ Σ)

is invertible with T−1
σ = Tσ−1 . It follows that each Tw with w ∈ W̃ is invertible. The (non-

extended) affine Hecke algebra is the subalgebra H spanned by {Tw | w ∈W}.
We often write Ti in place of Tsi . For w ∈ W̃ we write qw = qi1 · · · qik whenever w =

si1 · · · sikσ is a reduced expression of w (this can easily be seen to be independent of the choice
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of reduced expression using Tits’ solution to the Word Problem). In particular, note that qσ = 1
for all σ ∈ Σ.

Let w ∈ W̃ and choose any expression w = si1 · · · si`σ (not necessarily reduced). Let v0 = e
and vk = si1 · · · sik for 1 ≤ k ≤ ` (thus (v0, v1, . . . , v`) is the straight alcove path of type si1 · · · si`
starting at e). Let Ak = vkA0, and let ε1, . . . , ε` be the sequence of signs of the crossings, defined
by (see (1.2)):

εk =

{
+1 if Ak−1

−|+Ak (that is, vk−1αik ∈ −Φ+ + Zδ)
−1 if Ak−1

+|−Ak (that is, vk−1αik ∈ Φ+ + Zδ).

Then the element
Xw = T ε1i1 · · ·T

εk
ik
Tσ ∈ H̃

does not depend on the particular expression w = si1 · · · sikσ chosen (see [13]).
From the defining relations (1.5) it follows that Xw −Tw is a linear combination of terms Tv

with v < w (in extended Bruhat order), and hence {Xw | w ∈ W̃} is a basis of H̃.
If λ ∈ P we write

Xλ = Xtλ .

Then XλXµ = Xλ+µ = XµXλ for all λ, µ ∈ P , and for w ∈ W̃ we have

Xw = Xtλu = XλXu = XλT−1
u−1 (1.6)

where λ = wt(w) and u = θ(w) (the second equality follows since tλ is on the positive side of
every hyperplane through λ, and the third equality follows since Xu = T−1

u−1 for all u ∈ W0).

Thus the set {XλT−1
u−1 | λ ∈ P, u ∈W0} is a basis of H̃ (called the Bernstein-Lusztig basis).

Since s0 = tϕ∨sϕ equation (1.6) gives

T0 = Xϕ∨T−1
sϕ . (1.7)

The combinatorics of positively folded alcove paths encode the change of basis from the
standard basis (Tw)

w∈W̃ of H̃ to the Bernstein-Lusztig basis (Xw)
w∈W̃ . This is seen by taking

u = e in the following proposition.

Proposition 1.6. [29, Theorem 3.3] Let u,w ∈ W̃ and let ~w be any reduced expression for w.
Then

XuTw =
∑

p∈P(~w,u)

Q(p)Xend(p) where Q(p) =
∏

i∈{0}∪I

(qi − q−1
i )fi(p).

Convention 1.7. It is convenient to make the following convention, and we will do so henceforth:
If Φ = A1 then q0 = q1, and if Φ = Cn (n ≥ 2) then q0 = qn (note that there is no loss of
generality as the case q0 6= qn is covered by the non-reduced system BCn for n ≥ 1). Thus if
σ ∈ Σ we have qσ(i) = qi for all i ∈ {0} ∪ I (recall that Σ is trivial if Φ = BCn).

With Convention 1.7 in force, a complete set of relations of H̃ in the Bernstein-Lusztig basis
is given by (for i, j ∈ I with i 6= j and λ, µ ∈ P ):

T 2
i = I + (qi − q−1

i )Ti

TiTjTi · · · = TjTiTj · · · (mij terms on each side)

XλXµ = Xλ+µ

TiX
λ =

X
siλTi + (qi − q−1

i )X
λ−Xsiλ

1−X−α
∨
i

if (Φ, i) 6= (BCn, n)

XsnλTn +
[
qn − q−1

n + (q0 − q−1
0 )X−α

∨
n/2
]
Xλ−Xsnλ

1−X−α∨n
if (Φ, i) = (BCn, n).

The final relation is known as the Bernstein-Lusztig relation (see [20, Proposition 3.6]). Note
that since siλ = λ − 〈λ, αi〉α∨i and 〈λ, αi〉 ∈ Z the right hand side of the Bernstein-Lusztig

relation is in H̃.
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2 The fundamental J-alcove AJ
In this section we extend the definition of “strips” in [16, 15] to arbitrary affine type, and
study the geometry of these subsets of V (following Lusztig [21, §2] we call these generalisations
J-alcoves for reasons that will be explained below). It turns out that the geometry of the
fundamental J-alcove AJ will be crucial to our combinatorial formulae, and so we develop some
of the basic properties of AJ and its symmetries here.

2.1 J-alcoves and J-affine Weyl groups

Definition 2.1. Let J ⊆ I. The fundamental J-alcove is the set

AJ = {x ∈ V | 0 ≤ 〈x, α〉 ≤ 1 for all α ∈ Φ+
J }.

Let us explain this terminology. To begin with, in the case J = I we have AI = A0, the
fundamental alcove. For general J ⊆ I let HJ be the set of all hyperplanes Hα,k with α ∈ Φ+

J and
k ∈ Z. Let AJ denote the set of “alcoves” of this hyperplane arrangement: by definition these

are the closures of the open connected components of V \
(⋃

H∈HJ H
)

. We shall call elements

of AJ J-alcoves, and it is clear that AJ is indeed a J-alcove.
The J-affine Weyl group is

W aff
J = 〈sα,k | α ∈ Φ+

J , k ∈ Z〉.

By the general theory of Section 1.2 (c.f. [3, §V.3]) the group W aff
J acts simply transitively on

the set AJ , and AJ is a fundamental domain for the action of W aff
J on V , see [3, §V.3].

Let K(J) denote the set of connected components of J (in the Coxeter graph of W0). For
example, in type Ã6 if J = {1, 3, 4, 6} then K(J) = {{1}, {3, 4}, {6}}. For connected subsets
K ⊆ I let ϕK be the highest root of ΦK . Note that

ΦJ =
⊔

K∈K(J)

ΦK . (2.1)

Note that if ΦJ is not reduced, then Φ is of type BCn, and J contains a connected component
K = {k + 1, k + 2, . . . , n} (of type BCn−k).

Lemma 2.2. Let J ⊆ I. The walls of the fundamental J-alcove AJ are Hαj ,0 and HϕK ,1 with
j ∈ J and K ∈ K(J). That is,

AJ = {x ∈ V | 〈x, αj〉 ≥ 0 for all j ∈ J and 〈x, ϕK〉 ≤ 1 for all K ∈ K(J)}.

Proof. Write A′J for the right hand side of the displayed equation in the statement of the lemma.
Clearly AJ ⊆ A′J , and so it suffices to show that A′J ⊆ AJ . Thus suppose that x ∈ A′J . Let
α ∈ ΦJ . Writing α =

∑
j∈J ajαj we have 〈x, α〉 =

∑
j∈J aj〈x, αj〉 ≥ 0. Since α ∈ ΦJ we

have α ∈ ΦK for some K ∈ K(J), by (2.1). Since 〈x, αj〉 ≥ 0 for all j ∈ J and ϕK − α is a
nonnegative linear combination of roots αk with k ∈ K ⊆ J we have 〈x, ϕK − α〉 ≥ 0, and so
〈x, α〉 ≤ 〈x, ϕK〉 ≤ 1, hence x ∈ AJ .

The reflections in the walls of AJ generate the J-affine Coxeter group, and we have

W aff
J =

∏
K∈K(J)

W aff
K . (2.2)

Let s′j = sj for j ∈ J , and let s′0K = sϕK ,1 for K ∈ K(J). Then {s′0K} ∪ {s
′
k | k ∈ K} are the

Coxeter generators of W aff
K . Write Jaff = {0K | K ∈ K(J)} ∪ J , and so {s′j | j ∈ Jaff} is the set

of Coxeter generators of W aff
J .
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2.2 The set P (J) = AJ ∩ P

In this section we determine the set P (J) = AJ ∩ P of coweights contained in the fundamental
J-alcove. Let

QJ =
∑
α∈ΦJ

Zα∨.

Note that if ΦJ is not reduced (hence Φ is of type BCn and n ∈ J) then α∨n/2 = (2αn)∨ ∈ QJ .

Lemma 2.3. Let J ⊆ I and let λ ∈ P . There exists a unique λ∗ ∈ (λ+QJ) ∩ AJ .

Proof. Let λ ∈ P . Then λ ∈ A for some J-alcove A ∈ AJ . Since W aff
J acts transitively on

AJ , and since AJ ∈ AJ , there is w ∈ W aff
J such that wA = AJ (and in particular, wλ ∈ AJ).

Since w is a product of reflections in hyperplanes Hα,k with α ∈ Φ+
J and k ∈ Z, and since

sα,k(λ) = λ−(〈λ, α〉−k)α∨ it follows that wλ ∈ λ+QJ , proving the existence of λ∗. Uniqueness
follows from the fact that AJ is a fundamental domain for the action of W aff

J on V .

Definition 2.4. Let λ(J) denote the unique element λ∗ of (λ + QJ) ∩ AJ (c.f. Lemma 2.3).
Note that λ(J) and λJ are, in general, distinct. See Example 3.3.

The following lemma gives a useful characterisation of P (J). For λ ∈ P let

Jλ = {j ∈ J | 〈λ, αj〉 6= 0}. (2.3)

Lemma 2.5. Let J ⊆ I and λ ∈ P . Then λ ∈ AJ if and only if the set Jλ has the following
properties:

(1) if j ∈ Jλ then 〈λ, αj〉 = 1;
(2) for each K ∈ K(J) we have |Jλ ∩K| ≤ 1;
(3) if j ∈ Jλ then 〈ωj , ϕK〉 = 1 where K ∈ K(J) is the connected component of J containing j.

Proof. Write λ =
∑

i∈I ciωi. If λ ∈ P ∩ AJ then cj ∈ {0, 1} for all j ∈ J . Moreover, for each
K ∈ K(J) there is at most one j ∈ K with cj = 1, for otherwise 〈λ, ϕK〉 ≥ 2. Moreover, if j ∈ K
with cj = 1 then for α ∈ Φ+

K we have 〈λ, α〉 = 〈ωj , α〉. In particular, taking α = ϕK ∈ ΦJ we
have 〈ωj , ϕK〉 = 1. The converse is clear, using 〈ωj , α〉 ≤ 〈ωj , ϕK〉 for all α ∈ Φ+

K .

Lemma 2.5 shows that P (J) consists precisely of the elements

λ =
∑
i∈I\J

aiωj +
∑
j∈J ′

ωj (2.4)

with ai ∈ Z and where J ′ ⊆ J is a set satisfying |J ′ ∩K| ≤ 1 for all K ∈ K(J) and if j ∈ J ′ ∩K
then the coefficient of αj in ϕK is 1 (then J ′ = Jλ).

2.3 The set WJ and the elements yλ and τλ

Define a subset WJ ⊆ W̃ by

WJ = {w ∈ W̃ | wA0 ⊆ AJ}.

Thus WJ ∩W is in bijection with the (classical) alcoves contained in the fundamental J-alcove.
We note, in passing, that WJ has the following characterisations (in particular, the third char-

acterisation below shows that WJ may be regarded as an affine analogue of W J , see Lemma 1.2).

Lemma 2.6. We have

WJ = {w ∈ W̃ | `(sβ,kw) > `(w) for all β + kδ ∈ ΦJ + Zδ}

= {w ∈ W̃ | `(s′jw) > `(w) for all j ∈ Jaff}

= {w ∈ W̃ | Φ̃(w) ∩ (ΦJ + Zδ) = ∅}.
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Proof. We have w ∈WJ if and only if the alcove wA0 lies on the same side of Hβ,k as A0 for all
(β, k) ∈ ΦJ ×Z, if and only if `(sβ,kw) > `(w). Hence the first equality. For the second equality,
we similarly have w ∈WJ if and only if the alcove wA0 lies on the same side of Hαj ,0 and HϕK ,1

as A0 for all j ∈ J and K ∈ K(J) (see Lemma 2.2). The third characterisation follows from
the first characterisation and the fact that if β − kδ ∈ Φ̃+ then `(sβ,kw) < `(w) if and only if

β + kδ ∈ Φ̃(w).

Definition 2.7. For λ ∈ P (J) let

yλ = wJ\JλwJ and τλ = tλyλ,

where Jλ is as in (2.3).

Note that both yλ and τλ depend on the subset J , however this dependence is suppressed in
the notation.

Lemma 2.8. For λ ∈ P (J) we have Φ(yλ) = Φ+
J \Φ

+
J\Jλ = {α ∈ Φ+

J | 〈λ, α〉 = 1}.

Proof. It is clear from the definition that Φ(yλ) = Φ+
J \Φ

+
J\Jλ . A root α ∈ Φ+

J does not lie in

Φ+
J\Jλ if and only there exists j ∈ Jλ such that the coefficient of αj in α is strictly positive. By

Lemma 2.5 this occurs if and only if the coefficient of αj in α is 1, and hence the result.

The following theorem gives an explicit decomposition of WJ .

Theorem 2.9. We have WJ = {τλu | λ ∈ P (J) and u ∈W J}.

Proof. We first show that τλ ∈ WJ for all λ ∈ P (J). The hyperplane in the parallelism class
of α ∈ ΦJ passing through λ is Hα,〈λ,α〉, and we have 〈λ, α〉 ∈ {0, 1} (as λ ∈ P (J)). Thus the
hyperplanes in the parallelism classes of ΦJ separating the alcove tλA0 from AJ are precisely
the hyperplanes Hα,1 with α ∈ Φ+

J such that 〈λ, α〉 = 1. By Lemma 2.8 these are precisely the
hyperplanes separating tλA0 from tλyλA0 (because the corresponding linear hyperplanes Hα,0

are the hyperplanes separating e from yλ, and translation by λ preserves orientation and shifts
these hyperplanes). Hence τλA0 ⊆ AJ and so τλ ∈WJ .

Let u ∈W J and suppose that τλu /∈WJ . That is, τλuA0 6⊆ AJ . Since τλA0 ⊆ AJ (from the
previous paragraph) it follows that there is a hyperplane Hα,k separating tλyλA0 from tλyλuA0

with α ∈ Φ+
J and k ∈ {0, 1}. Translating by t−λ implies that the hyperplane Hα,0 separates yλ

from yλu, contradicting Lemma 1.2. Thus {τλu | λ ∈ P (J) and u ∈W J} ⊆WJ .
For the reverse containment, suppose that w ∈ WJ . Write w = tλu1u2 with λ = wt(w),

u1 ∈ WJ , and u2 ∈ W J . It is clear that λ ∈ P (J) (as w(0) = λ and 0 ∈ A0). Since ΦJ(u2) = ∅
(by Lemma 1.2) there are no walls of AJ separating tλu1 from tλu1u2. Thus tλu1A0 ⊆ AJ .
The argument of the first paragraph, combined with the fact that ΦJ(u2) = ∅, shows that
the hyperplanes separating tλ from tλu1 are precisely the hyperplanes Hα,1 with α ∈ Φ+

J with
〈λ, α〉 = 1, and it follows that u1 = yλ. So w = τλu2 with u2 ∈W J .

Remark 2.10. The first paragraph of the proof of Theorem 2.9 shows that if λ ∈ P (J) then yλ
may be characterised as the unique element of WJ such that tλyλ ∈WJ .

The following immediate consequence of Theorem 2.9 will play a role later. Recall the
definition of θJ(w) and θJ(w) from Definition 1.3.

Corollary 2.11. If w ∈WJ then θJ(w) = ywt(w), and so w = τwt(w)θ
J(w).

Proof. By Theorem 2.9 w = τλu = tλyλu with λ = wt(w) and u ∈W J , hence the result.
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2.4 The J-translation group TJ
We have seen in Lemma 2.3 that P (J) is in bijection with P/QJ and hence the former inherits
a group structure of the later via λ 7→ λ + QJ . In this section we introduce the J-translation
group

TJ = {τλ | λ ∈ P (J)}

and show that this subset of W̃ is a group realising the above group structure (see Corollary 2.13).
This group interpolates between P (when J = ∅) and Σ (when J = I). The following lemma
gives some important basic properties of the elements yλ and τλ.

Lemma 2.12. Let λ, µ ∈ P (J). Then
(1) (λ+ µ)(J) = λ+ yλµ and (−λ)(J) = −y−1

λ λ;
(2) yλyµ = y(λ+µ)(J) = yµyλ and y−1

λ = y(−λ)(J);

(3) τλτµ = τ(λ+µ)(J) = τµτλ and τ−1
λ = τ(−λ)(J).

Proof. (1) Since yλ ∈WJ we have λ+yλµ ∈ λ+µ+QJ , and so to prove that (λ+µ)(J) = λ+yλµ
it suffices, by the uniqueness in Lemma 2.3, to show that λ+yλµ ∈ P (J). To do this, let α ∈ Φ+

J ,
and write β = y−1

λ α. Then 〈λ+ yλµ, α〉 = 〈λ, α〉+ 〈µ, β〉. Since λ ∈ P (J) we have 〈λ, α〉 ∈ {0, 1}.
If 〈λ, α〉 = 0 then α /∈ Φ(yλ) (by Lemma 2.8) and so β = y−1

λ α ∈ Φ+
J , and so 〈λ+yλµ, α〉 = 〈µ, β〉,

giving 0 ≤ 〈λ + yλµ, β〉 ≤ 1 (as β ∈ Φ+
J and µ ∈ AJ). If 〈λ, α〉 = 1 then α ∈ Φ(yλ) and so

β ∈ −Φ+
J . Thus 〈λ + yλµ, α〉 = 1 + 〈µ, β〉 and so 0 ≤ 〈λ + yλµ, α〉 ≤ 1 (as −1 ≤ 〈µ, β〉 ≤ 0 as

β ∈ −Φ+
J and µ ∈ AJ). Hence λ+ yλµ ∈ P (J).

To show that (−λ)(J) = −y−1
λ λ one shows, in a similar way, that −y−1

λ λ ∈ P (J).
(2) By (1) it suffices to show that yλyµ = yλ+yλµ and y−1

λ = y−y−1
λ λ. To prove the first

statement we shall show that Φ(yλ+yλµ) = Φ(yλyµ). It follows from Lemma 2.8 that

Φ(yλ+yλµ) = {α ∈ Φ+
J | 〈λ, α〉 = 0 and 〈µ, y−1

λ α〉 = 1, or 〈λ, α〉 = 1 and 〈µ, y−1
λ α〉 = 0}.

Suppose that α ∈ Φ(yλ+yλµ). If 〈λ, α〉 = 1 and 〈µ, y−1
λ α〉 = 0 then α ∈ Φ(yλ) and−y−1

λ α /∈ Φ(yµ),
and so α ∈ Φ(yλyµ). If 〈λ, α〉 = 0 and 〈µ, y−1

λ α〉 = 1 then α ∈ Φ+
J \Φ(yλ) and y−1

λ α ∈ Φ(yµ),
giving α ∈ Φ(yλyµ). Conversely, suppose that α ∈ Φ(yλyµ). Then α ∈ Φ+

J with y−1
µ y−1

λ α < 0,

and there are two cases. If y−1
λ α > 0 and y−1

µ (y−1
λ α) < 0 then 〈λ, α〉 = 0 (as α /∈ Φ(yλ))

and 〈µ, y−1
λ α〉 = 1, so α ∈ Φ(yλ+yλµ). If y−1

λ α < 0 and y−1
µ (−y−1

λ α) > 0 then 〈λ, α〉 = 1 and

〈µ,−y−1
λ α〉 = 0, and so again α ∈ Φ(yλ+yλµ). Hence yλyµ = yλ+yλµ = y(λ+µ)(J) = yµyλ.

The statement y−1
λ = y−y−1

λ λ follows from the general formula Φ(w−1) = {−wα | α ∈ Φ(w)}.
(3) By (1) and (2) we have

τλτµ = tλyλtµyµ = tλ+yλµyλyµ = t(λ+µ)(J)y(λ+µ)(J) = τ(λ+µ)(J) .

Similarly τ−1
λ = τ(−λ)(J) .

Corollary 2.13. We have TJ ∼= P/QJ . In particular, TJ is an abelian group of rank |I\J |.
Moreover TJ acts freely on WJ with fundamental domain W J .

Proof. Lemma 2.12(3) shows that TJ is a group, and that the map f : P → TJ given by
f(λ) = τλ(J) is a group homomorphism. This homomorphism is surjective (as λ(J) = λ for
λ ∈ P (J)) and ker(f) = QJ .

If λ ∈ P (J) and w ∈ WJ then by Theorem 2.9 we have w = τµu with µ = wt(w) ∈ P (J)

and u ∈ W J . By Lemma 2.12(3) we have τλ · w = τλτµu = τ(λ+µ)(J)u, and hence τλ · w ∈ WJ

by Theorem 2.9. Thus TJ acts on WJ . It is clear that this action is free, and that W J is a
fundamental domain.
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Remark 2.14. By Corollary 2.13 the map TJ → P/QJ with τλ → λ(J) +QJ is an isomorphism.
In contrast, we note that the map TJ → P J with τλ 7→ λJ is a surjective, not necessarily
injective, group homomorphism (the fact that the map is a surjective homomorphism follows
from Lemma 2.12(3) and the obvious fact that (λ(J))J = λJ , and to see that the map is not
necessarily injective consider the extreme case J = I where P J = {0} while TJ = P/Q = Σ
may be nontrivial).

Recall the classical formula `(tλ) =
∑

α∈Φ+
1
|〈λ, α〉| (obtained by counting hyperplanes crossed).

The following proposition gives an analogous formula for the pseudo-translations.

Proposition 2.15. For λ ∈ P (J) we have

`(τλ) =
∑

α∈Φ+
1 \ΦJ

|〈λ, α〉|.

Proof. By [24, (2.4.1)] we have (for λ ∈ P and w ∈W0)

`(tλw) =
∑
α∈Φ+

1

|〈λ, α〉 − χ−(w−1α)|,

where χ−(·) is the characteristic function of −Φ+. Now suppose that λ ∈ P (J) and consider the
contribution |〈λ, α〉 − χ−(y−1

λ α)| to `(τλ) in the above sum from α ∈ Φ+
1 . If α ∈ Φ+

J then either
〈λ, α〉 = 0 in which case χ−(y−1

λ α) = 0, or 〈λ, α〉 = 1 in which case χ−(y−1
λ α) = 1 (in both cases

using Lemma 2.8). Thus if α ∈ Φ+
J then the contribution to the sum is 0. If α ∈ Φ+

1 \ΦJ then
χ−(y−1

λ α) = 0, hence the result.

Example 2.16. Figure 3 illustrates the decomposition of W̃ (which equals W in this case) into
J-alcoves for type G2 with J = {1}.

• • • • •

• • • •

• • • • •

• • • •

◦

◦

◦

α∨1

α∨2

ω1

ω2

Figure 3: J-alcoves and the group TJ for Φ = G2 and J = {1}

The J alcoves are shaded blue and green, with the dark green region denoting the fundamental J-
alcoveAJ . Moreover the elements τλ with λ ∈ P (J) are shaded grey, and the decomposition ofAJ
given by Theorem 2.9 and Corollary 2.13 is illustrated by dotted lines. We have ω1 − ω2 = 1

2ω2

and so P J = Zω2 where ω2 = 1
2ω2 (this lattice is denoted as the union of the solid and open

circles on the hyperplane Hα1,0). We have PJ/QJ = Z/2Z.
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2.5 Symmetries of the fundamental J-alcove

In this section we determine the subgroup of W̃ stabilising the fundamental J-alcove AJ . The
results of this section are not directly used elsewhere in this paper, however since they play an
important role in future work we record them here.

Definition 2.17. Let GJ = {g ∈W0 | gAJ = AJ} be the subgroup of W0 stabilising AJ .

Theorem 2.18. We have GJ = {g ∈ W0 | gΦ+
J = Φ+

J }. Moreover, for g ∈ GJ and α ∈ Φ+
J

we have ht(gα) = ht(α). In particular g maps the simple roots of ΦJ to the simple roots of ΦJ ,
and hence induces a permutation of J . This permutation maps connected components of J to
connected components of J .

Proof. Let g ∈ GJ . Then for all α ∈ Φ+
J and all λ ∈ AJ we have 0 ≤ 〈gλ, α〉 ≤ 1. We

claim that this forces g−1Φ+
J = Φ+

J . For if g−1α /∈ Φ+
J then either g−1α ∈ −Φ+

J , or there is
i ∈ supp(g−1α) with i /∈ J . In the former case, choose any j ∈ supp(g−1α) (and so j ∈ J) and
let mK

j be the coefficient of αj in ϕK , where K is the connected component of J containing j.

Then λ = ωj/m
K
j ∈ AJ (for if β ∈ Φ+

J \ΦK then 〈λ, β〉 = 0 and if β ∈ Φ+
K then 0 ≤ 〈λ, β〉 ≤

〈λ, ϕK〉 = 1), and 〈λ, g−1α〉 < 0 gives a contradiction. In the latter case, taking λ = 2ωi ∈ AJ
gives |〈gλ, α〉| = |〈λ, g−1α〉| ≥ 2, again a contradiction. Thus gΦ+

J = Φ+
J . On the other hand, if

gΦ+
J = Φ+

J and λ ∈ AJ then for α ∈ Φ+
J we have 〈gλ, α〉 = 〈λ, g−1α〉, which lies between 0 and

1 (since g−1α ∈ Φ+
J and λ ∈ AJ), and so gAJ = AJ .

Let g ∈ GJ . Since gΦ+
J = Φ+

J we have ht(gα) ≥ ht(α) (because each gαj has height at
least 1 and g is linear). Since g−1 ∈ GJ we also have ht(g−1β) ≥ ht(β) for all β ∈ Φ+

J , and by
hypothesis we have β = gα for some α ∈ Φ+

J , and so ht(α) ≥ ht(gα). Thus ht(gα) = ht(α) for
all α ∈ Φ+

J . In particular each g ∈ GJ maps simple roots of ΦJ to simple roots of ΦJ , and hence
induces a permutation of J by αg(j) = gαj for j ∈ J .

We now show that for each g ∈ GJ the permutation g : J → J maps connected components
to connected components. Let K be a connected component of J , and let ϕK be the highest root
of ΦK . We claim that gϕK = ϕK′ is the highest root of some connected component K ′ ⊆ J . For
if not, then there is i ∈ J such that α = gϕK +αi is a root of ΦJ . But then g−1α = ϕK +αg−1(i)

is a root, necessarily of ΦK , of height exceeding ht(ϕK), a contradiction. Thus g maps highest
roots to highest roots, and so g maps K to K ′.

Lemma 2.19. If λ ∈ P (J) and g ∈ GJ then

gyλg
−1 = ygλ, gτλg

−1 = τgλ, and `(τgλ) = `(τλ).

Proof. To prove that gyλg
−1 = ygλ it is sufficient to show that Φ(gyλg

−1) = Φ(ygλ). If α ∈ Φ(ygλ)
then α ∈ Φ+

J with 〈gλ, α〉 = 1. Thus 〈λ, g−1α〉 = 1 and so g−1α ∈ Φ(yλ). Hence gyλg
−1α ∈ −Φ+

J ,
showing that Φ(ygλ) ⊆ Φ(gyλg

−1). On the other hand, suppose that α ∈ Φ(gyλg
−1). Since g

maps simple roots of ΦJ to simple roots of ΦJ we have gsjg
−1 = sg(j) ∈ WJ for all j ∈ J , and

so gyλg
−1 ∈ WJ . Thus α ∈ ΦJ , and so g−1α ∈ Φ+

J . If g−1α /∈ Φ(yλ) then gyλg
−1α ∈ Φ+

J , a
contradiction, and so g−1α ∈ Φ(yλ). Thus 〈λ, g−1α〉 = 1, and so 〈gλ, α〉 = 1, giving α ∈ Φ(ygλ)
as required.

It then follows that gτλg
−1 = tgλ(gyλg

−1) = tgλygλ = τgλ for all λ ∈ P (J). By Proposi-
tion 2.15 we have `(τgλ) =

∑
α∈Φ+

1 \ΦJ
|〈λ, g−1α〉| =

∑
α∈Φ+

1 \ΦJ
|〈λ, α〉| = `(τλ).

Corollary 2.20. The subgroup of W̃ stabilising AJ is TJ oGJ .

Proof. Let w ∈ W̃ and suppose that wAJ = AJ . Let λ = wt(w), and so w(0) = λ ∈ P (J). Then
τ−1
λ w(0) = 0, and so g = τ−1

λ w ∈W0 with gAJ = AJ , and so g ∈ GJ . Thus w = τλg ∈ TJGJ .

Note that the group TJ o GJ plays the role of the “extended affine Weyl group” of AJ in
the sense that if J = ∅ we have TJ oGJ = W̃ .
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3 J-folded alcove paths and J-parameter systems

In this section we introduce J-folded alcove paths, generalising the positively folded alcove paths
of Ram [29] and the 2-dimensional theory from [16, 15]. We also introduce the notion of a J-
parameter system, a combinatorial object that will be useful in indexing later objects in this
paper.

3.1 J-folded alcove paths

We introduce the following definition, giving a J-relative version of positively folded alcove paths.

Definition 3.1. Let ~w = si1si2 · · · si`σ be an expression for w ∈ W̃ (not necessarily reduced)
with σ ∈ Σ, and let v ∈ WJ . A J-folded alcove path of type ~w starting at v is a sequence
p = (v0, v1, . . . , v`, v`σ) with v0, . . . , v` ∈WJ such that, for 1 ≤ k ≤ `,

(1) v0 = v and vk ∈ {vk−1, vk−1sik}, and
(2) if vk−1 = vk then either:

(a) vk−1sikA0 6⊆ AJ , or
(b) vk−1sik ⊆ AJ and the alcove vk−1A0 is on the positive side of the hyperplane sepa-

rating the alcoves vk−1A0 and vk−1sikA0.
The end of the J-folded alcove path p = (v0, . . . , v`, v`σ) is end(p) = v`σ.

For v ∈WJ let

PJ(~w, v) = {all J-folded alcove paths of type ~w starting at v}.

Note that if J = ∅ then WJ = W̃ and so Definition 3.1(2)(a) is vacuous, and hence ∅-folded
alcove paths are the same as positively folded alcove paths.

Let ~w = si1si2 · · · si`σ and let p = (v0, . . . , v`, v`σ) ∈ PJ(~w, v). The index k ∈ {1, 2, . . . , `} is:
(1) a positive (respectively, negative) ik-crossing if vk = vk−1sik and vkA0 is on the positive

(respectively, negative) side of the hyperplane separating the alcoves vk−1A0 and vkA0;
(2) a (positive) ik-fold if vk = vk−1 and vk−1sikA0 ⊆ AJ (in which case vk−1A0 is necessarily

on the positive side of the hyperplane separating vk−1A0 and vk−1sikA0);
(3) a positive (respectively, negative) bounce if vk = vk−1 and vk−1sikA0 6⊆ AJ and vk−1A0 is

on the positive (respectively, negative) side of the hyperplane H separating vk−1A0 and
vk−1sikA0. Necessarily H = Hα,0 (respectively, H = Hα,1) for some α ∈ Φ+

J and we say
that k occurs on the hyperplane Hα,0 (respectively, Hα,1).

Less formally, these steps are denoted as follows (where x = vk−1 and s = sik):

−
xA0 xsA0

+

positive s-crossing

−
xsA0 xA0

+

s-fold

+
xA0xsA0

−

negative s-crossing

(a) The case xsA0 ⊆ AJ

+
xsA0xA0

−
Hα,1

negative bounce

−
xsA0 xA0

+
Hα,0

positive bounce

(b) The case xsA0 6⊆ AJ

It will turn out that bounces play a very different role in the theory to folds, and so we
emphasise the distinction between these two concepts. Put briefly, all of the interactions a path
makes with the walls of AJ are bounces, and the folds can only occur in the “interior” of AJ .

Let p be a J-folded alcove path. For each i ∈ {0} ∪ I and α ∈ Φ+
J we write

fi(p) = #(i-folds in p)

b+α (p) = #(positive bounces in p occurring on Hα,0)

b−α (p) = #(negative bounces in p occurring on Hα,1)

bα(p) = b+α (p) + b−α (p).
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Remark 3.2. By Lemma 2.2 we have b−α (p) = 0 unless α = ϕK for some K ∈ K(J), and
b+α (p) = 0 unless α = αj or α = 2αj for some j ∈ J . Of course the case α = 2αj only occurs if
ΦJ is not reduced and j = n, and in this case b+αn(p) = b+2αn(p).

3.2 Coweights and final directions of J-folded alcove paths

By Corollary 2.13 the set W J is a fundamental domain for the action of TJ on WJ . While in
many respects this choice of fundamental domain is “natural”, in examples and applications it
turns out to be important to have additional flexibility in order to better incorporate symmetries
present (see, for example, Section 6).

Let F be a fundamental domain for the action of TJ on WJ . Thus each w ∈WJ has a unique
expression as

w = τλu with λ ∈ P (J) and u ∈ F,

and we define the coweight of w relative to F and the final direction of w relative to F by

wt(w,F) = λ and θ(w,F) = u.

If p is a J-folded alcove path then the coweight of p relative to F and the final direction of p
relative to F are

wt(p,F) = wt(end(p),F) and θ(p,F) = θ(end(p),F). (3.1)

In particular, note that wt(p,W J) = wt(p) and θ(p,W J) = θJ(p), where wt(p) = wt(end(p))
and θJ(p) = θJ(end(p)) (see Definition 1.3).

Example 3.3. Figure 5 illustrates a J-folded alcove path in type G2 with J = {1} with two
choices of fundamental domain F shaded blue (see Figure 3 for the root system conventions). In
both cases the path has 3 bounces (two positive, and one negative), and 2 folds (a 2-fold and a
0-fold). In Figure 5(a) we have θJ(p) = 21 and wt(p,W J) = wt(p) = ω1.In Figure 5(b) we have
θ(p,F) = 020 and wt(p,F) = ω2.

e

• • • • •

• • • •

• • • • •

• • • •

(a) Fundamental domain F = W J

e

• • • • •

• • • •

• • • • •

• • • •

(b) Fundamental domain F = {e, 2, 020, 021, 02, 0}

Figure 5: J-folded alcove path for Φ = G2 with J = {1}

17



There is a natural action of TJ on J-folded alcove paths, as follows (recall the definition of
λ(J) from Definition 2.4).

Lemma 3.4. If p = (v0, v1, . . . , v`, v`σ) is a J-folded alcove path of type ~w = si1 · · · si`σ and
λ ∈ P (J) then

τλ · p = (τλv0, τλv1, . . . , τλv`, τλv`σ)

is a J-folded alcove path of type ~w, and folds are mapped to folds and bounces to bounces. For
any fundamental domain F we have

wt(τλ · p,F) = (λ+ wt(p,F))(J) and θ(τλ · p,F) = θ(p,F).

Proof. Since TJ acts on WJ we have τλv0, . . . , τλv`, τλv`σ ∈ WJ , and moreover bounces are
mapped to bounces, and folds to folds (because if vk = vk−1 then vk−1sik ∈ WJ if and only
if τλvk−1sik ∈ WJ). It remains to show that the image of a fold remains positively oriented.
Thus, suppose that vk−1 = vk and vk−1sik ∈ WJ . Then vk−1A0 is on the positive side of the
hyperplane separating the alcoves vk−1A0 and vk−1sikA0, and this hyperplane has a linear root
α ∈ Φ+ with α /∈ ΦJ . We have τλ = tλyλ, and since yλ ∈ WJ we have yλα ∈ Φ+, and hence
the fold remains positively oriented. The statements about the coweight and final direction are
then clear using Lemma 2.12.

3.3 J-parameter systems and the v-mass of a path

Recall the definition of the parameters qi, i ∈ {0} ∪ I from Section 1.6 and Convention 1.7.

Definition 3.5. A J-parameter system is a family v = (vα)α∈ΦJ with:
(1) vα = vβ if β ∈WJα;
(2) vαj ∈ {qj ,−q−1

j } for j ∈ J with 2αj /∈ ΦJ ;

(3) v2αn ∈ {q0,−q−1
0 } and vαnv2αn ∈ {qn,−q−1

n } if ΦJ is not reduced.
By convention we set vα = 1 if α /∈ ΦJ . Thus we have vαjv2αj ∈ {qj ,−q−1

j } for all j ∈ J .

Example 3.6. If Φ = C13 and J = {1, 2, 3, 6, 7, 9, 11, 12, 13} as depicted below

• • • • • • • • • • • • •

then there are 32 distinct J-parameter systems. If, instead, Φ = BC13 then there are 64 distinct
J-parameter systems.

If v = (vα)α∈ΦJ is a J-parameter system, for λ ∈ P and y ∈WJ we write

vλ =
∏
α∈Φ+

J

v〈λ,α〉α and v(y) =
∏

α∈Φ(y)

vαv2α. (3.2)

Note that if λ ∈ P ∩ V J then vλ = 1 (as 〈λ, α〉 = 0 for all α ∈ Φ+
J ).

In the following definition we introduce the v-mass of a J-folded alcove path. This quantity
will play an important role in the combinatorial formula of Theorem 4.13.

Definition 3.7. Let v = (vα)α∈ΦJ be a J-parameter system. The v-mass of a J-folded alcove
path p is

QJ,v(p) =

[ ∏
α∈Φ+

J

vbα(p)
α

][ ∏
i∈{0}∪I

(qi − q−1
i )fi(p)

]
.
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Example 3.8. The path in Figure 5 has v-mass

QJ,v(p) = v3
α1

(q2 − q−1
2 )(q0 − q−1

0 ),

where vα1 ∈ {q1,−q−1
1 }. A J-folded path with Φ = BC2 and J = {2} is illustrated in Figure 6.

This path has v-mass

QJ,v(p) = v3
α2
v5

2α2
(q1 − q−1

1 ) = (vα2v2α2)3v2
2α2

(q1 − q−1
1 ).

We have vα2v2α2 ∈ {q2,−q−1
2 } and v2αn ∈ {q0,−q−1

0 }, and note that the exponents 3 and 2 in
the expression for QJ,v(p) count the number of bounces on the walls Hα2,0 and H2α2,1.

Figure 6: J-folded path with Φ = BC2 and J = {2}

Recall, from Lemma 3.4, that TJ acts on the set of J-folded alcove paths.

Lemma 3.9. If p is a J-folded alcove path and λ ∈ P (J) then QJ,v(τλ · p) = QJ,v(p).

Proof. We showed in Lemma 3.4 that folds are mapped to folds and bounces are mapped to
bounces. Moreover, if a fold/bounce of p occurs on a panel of type i then the corresponding
fold/bounce of τλ · p occurs on a panel of type σ(i) for some σ ∈ Σ. Since qσ(i) = qi (see
Convention 1.7) the result follows.

We shall need the following technical results concerning the functions vλ and v(y) in Section 4.

Lemma 3.10. Let v be a J-parameter system. If λ ∈ P (J) and y ∈WJ then

v(yyλ) = vyλv(y).

Proof. From the definition of v(·) we have

v(yyλ)

v(y)
=

∏
α∈Φ+

J ∩Φ0

(vαv2α)σα =
∏
α∈Φ+

J

vσαα , where σα =


1 if α ∈ Φ(yyλ)\Φ(y)

−1 if α ∈ Φ(y)\Φ(yyλ)

0 otherwise.

On the other hand, it follows from Lemma 2.5 (see also (2.4)) that

vyλ =
∏
α∈Φ+

J

v〈λ,y
−1α〉

α =
∏
α∈Φ+

J

vσ
′
α where σ′α =


1 if y−1α ∈ Φ+

J \ΦJ\Jλ
−1 if y−1α ∈ (−Φ+

J )\ΦJ\Jλ
0 if y−1α ∈ ΦJ\Jλ .

Since Φ(yλ) = Φ+
J \ΦJ\Jλ (see Lemma 2.8) it follows that if α ∈ Φ+

J then

α ∈ Φ(yyλ)\Φ(y)⇐⇒ y−1α ∈ Φ+
J \ΦJ\Jλ

α ∈ Φ(y)\Φ(yyλ)⇐⇒ y−1α ∈ (−Φ+
J )\ΦJ\Jλ .

Thus σα = σ′α, and hence the result.
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Lemma 3.11. Let v be a J-parameter system.
(1) If j ∈ J with 2αj /∈ ΦJ then vα

∨
j = v2

αj .

(2) If ΦJ is not reduced then vα
∨
n/2 = vαnv

2
2αn.

Proof. Let K ∈ K(J) be the connected component with j ∈ K. If ΦK is reduced then there are
at most two root lengths in ΦK (with all roots long in the simply laced case), and since all roots
of the same length are conjugate in WK (as K is connected), for j ∈ K we have

vα
∨
j =

∏
α∈Φ+

J

v
〈α∨j ,α〉
α =

∏
α∈Φ+

K

v
〈α∨j ,α〉
α = v

〈α∨j ,2ρ′K〉
sh v

〈α∨j ,2ρK〉
lo ,

where vsh (respectively vlo) is the constant value of vβ on short (respectively long) roots β in

ΦK , and where ρ′K and ρK are as Section 1.4. It follows by Lemma 1.4 that vα
∨
j = v2

αj .
If ΦK is not reduced then direct analysis of the BCn root system gives

vα
∨
j =

∏
α∈Φ+

K

v
〈α∨j ,α〉
α = v

〈α∨j ,2ρ′K〉
α1 (vαnv

2
2αn)〈α

∨
j ,2ρK〉.

If j ∈ K\{n} we have 〈α∨j , 2ρK〉 = 0 and 〈α∨j , 2ρ′K〉 = 2 and so vα
∨
j = v2

α1
= v2

αj , and if j = n

then 〈α∨n , 2ρ′K〉 = 0 and 〈α∨n , 2ρK〉 = 2 giving vα
∨
n/2 = vαnv

2
2αn as required.

Lemma 3.12. Let K ∈ K(J) and let α ∈ Φ+
K be a long root of ΦK (with all roots long if ΦK is

simply laced). Then vα
∨
v(sα)−1 = vα.

Proof. Let w = sj1 · · · sj` ∈WK be of minimal length subject to w−1α = αk for some k ∈ K (if
ΦK is reduced) or w−1α = 2αn (if ΦK is not reduced). Let β0 = α and define β1, . . . , β` ∈ Φ+

K

by βr = sjrβr−1 for 1 ≤ r ≤ `, and so β` = αk (or β` = 2αn if ΦK is not reduced). Since each
βr is a long root of ΦK we have 〈β∨r−1, αjr〉 ∈ {−1, 0, 1} (see [3, IV, §1, Proposition 8]) and so

β∨r = sjrβ
∨
r−1 = β∨r−1 − 〈β∨r−1, αjr〉α∨jr = β∨r−1 − α∨jr

(because 〈β∨r−1, αjr〉 ∈ {0,−1} contradicts minimality of w, see for example [4, Lemma 1.7]).
We claim that

vβ
∨
r v(sβr)

−1 = vα for 0 ≤ r ≤ `.
We argue by downward induction on r. If r = ` then β` = αk (if ΦK is reduced) or β` = 2αn (if
ΦK is not reduced), and the result follows from Lemma 3.11, starting the induction.

Since sβr−1 = sjrsβrsjr (with length adding) we have

vβ
∨
r−1v(sβr−1)−1 = vα

∨
jr v(sjr)

−2vβ
∨
r v(sβr)

−1.

Note that if ΦK is not reduced then jr 6= n for 1 ≤ r ≤ ` (because sn−1 · · · sk(2ek) = 2en),

and so by Lemma 3.11 we have vα
∨
jr v(sjr)

−2 = 1 for all 1 ≤ r ≤ `, and the result follows by
induction.

Lemma 3.13. Let v be a J-parameter system. If K ∈ K(J) and y ∈WJ then

v(y)

v(ysϕK )
vyϕ

∨
K =

{
vϕK if yϕK ∈ Φ+

J

v−1
ϕK

if yϕK ∈ −Φ+
J .

Proof. We may assume without loss of generality that y ∈ WK (making use of Lemma 3.12).
Let α ∈ Φ+

K . If y−1α 6= ±ϕK we claim that

〈ϕ∨K , y−1α〉 =


1 if y−1α ∈ Φ(sϕK )

−1 if y−1α ∈ −Φ(sϕK )

0 otherwise.

20



To see this, note that by [3, Chapter VI, §1.8] if β ∈ Φ+
K then 〈ϕ∨K , β〉 ∈ {0, 1}, and since

sϕK (β) = β − 〈ϕ∨K , β〉ϕK we have β ∈ Φ(sϕK ) if and only if 〈ϕ∨K , β〉 = 1, and the claim follows.
Let ε ∈ {−1, 1} be such that yϕK ∈ εΦ+. Using the claim, and the fact that 〈ϕ∨K , ϕK〉 = 2,

we have

vyϕ
∨
K =

∏
α∈Φ+

K

v
〈ϕ∨K ,y

−1α〉
α = vεϕK

∏
α∈Φ+

K

vσαα where σα =


1 if y−1α ∈ Φ(sϕK )

−1 if y−1α ∈ −Φ(sϕK )

0 otherwise.

On the other hand, as in the proof of Lemma 3.10 we have

v(ysϕK )

v(y)
=
∏
α∈Φ+

K

vσ
′
α
α , where σ′α =


1 if α ∈ Φ(ysϕK )\Φ(y)

−1 if α ∈ Φ(y)\Φ(ysϕK )

0 otherwise.

The result now follows from the fact that if α ∈ Φ+
K then α ∈ Φ(ysϕK )\Φ(y) if and only if

y−1α ∈ Φ(sϕK ), and α ∈ Φ(y)\Φ(ysϕK ) if and only if y−1α ∈ −Φ(sϕK ).

3.4 J-straightening

Given a J-folded alcove path p ∈ PJ(~w, v) (with v ∈ WJ) we define the J-straightened alcove
path pJ to be the path obtained by straightening all bounces of p (note that the folds are
not straightened). More formally, let p = (v0, v1, . . . , v`, v`σ) and suppose that the bounces
occur at indices 1 ≤ k1 < k2 < · · · < kr ≤ `, and that they occur on the hyperplanes
Hβ1,ν1 , . . . ,Hβr,νr with β1, . . . , βr ∈ Φ+

J and ν1, . . . , νr ∈ {0, 1}. Write p = p0 · p1 · p2 · · · pr,
where p0 = (v0, . . . , vk1−1), pj = (vkj , . . . , vkj+1−1) for 1 ≤ j ≤ r − 1, and pr = (vkr , . . . , v`, v`σ).
Then pJ is the path p0 · (sβ1,ν1p1) · (sβ1,ν1sβ2,ν2p2) · · · (sβ1,ν1 · · · sβr,νrpr).

Example 3.14. The path in Figure 7 is the J-straightening of the J-folded alcove path in
Figure 5. • • • • •

• • • •

• • • • •

• • • •

Figure 7: J-straightening of the path in Figure 5

In Figure 7 the J-straightening pJ turned out to be positively folded. The following propo-
sition shows that this is no coincidence.
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Proposition 3.15. Let w ∈ W̃ and let ~w be any expression for w (not necessarily reduced). Let
v ∈ WJ and let p ∈ PJ(~w, v). The J-straightening map p 7→ pJ is a bijection from PJ(~w, v) to
the set {p′ ∈ P(~w, v) | p′ has no folds on hyperplanes Hα,k with α ∈ Φ+

J and k ∈ Z}.

Proof. Consider the effect of straightening a bounce. Let α ∈ Φ+
J be the linear root associated

to the wall on which the bounce occurs. A later positive fold that occurs on a β-wall (necessarily
with β ∈ Φ+\ΦJ) now occurs on a sαβ wall. Since β /∈ ΦJ and sα ∈WJ we have sαβ ∈ Φ+\ΦJ

(as sα permutes the set ΦJ) and hence this reflected fold remains a positive fold (see (1.2)),
and it does not occur on a hyperplane Hγ,k with γ ∈ ΦJ (a “ΦJ -wall”). This shows that pJ is
positively folded, with no folds occurring on ΦJ -walls.

A similar argument shows that one may apply the reverse procedure, starting with a posi-
tively folded alcove path p′ ∈ P(~w, v) with no folds on ΦJ -walls and forcing the bounces on the
ΦJ -walls. These operations are mutually inverse procedures, hence the result.

We now give some more precise information on the J-straightening relating to the v-mass.
If p is a positively folded alcove path, for each α− kδ ∈ Φ̃+ we define

cα,k(p) = #(crossings in p that occur on the hyperplane Hα,k).

Note that in the non-reduced case, if 2α ∈ Φ then c2α,2k(p) = cα,k.
Given a J-parameter system v = (vα)α∈ΦJ we define

vα+kδ = vα if α ∈ ΦJ and k ∈ Z, (3.3)

and we set vα+kδ = 1 if α+ kδ /∈ ΦJ + Zδ.

Proposition 3.16. Let p be a J-folded alcove path (not necessarily of reduced type) and let
v = (vα)α∈ΦJ be a J-parameter system. Then

QJ,v(p) = Q(pJ)
∏

α−kδ∈Φ̃+

v
cα,k(pJ )
α−kδ

where Q(·) is as in Proposition 1.6 (note that the product has finitely many terms 6= 1).

Proof. First, note that under the bijection p 7→ pJ the types of the folds are preserved (that is,
i-folds in p are mapped to i-folds in pJ) because the J-affine Weyl group W aff

J is type preserving.
This shows that ∏

i∈{0}∪I

(qi − q−1
i )fi(p) =

∏
i∈{0}∪I

(qi − q−1
i )fi(pJ ) = Q(pJ).

Thus it remains to show that if p ∈ PJ(~w, v) then∏
α∈Φ+

J

vbα(p)
α =

∏
α−kδ∈Φ̃+

v
cα,k(pJ )
α−kδ ,

which in turn follows from the fact that each crossing of a ΦJ + Zδ wall in the J-straightened
path pJ corresponds to a bounce on a wall of AJ in the path p, and from the definition of
J-straightening if pJ has a crossing on Hβ,k with β ∈ ΦJ then there is v ∈ W aff

J with vHβ,k

equal to the wall Hγ,r of AJ on which the corresponding bounce occurred.
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4 The H̃-modules MJ,v

In this section we construct finite dimensional H̃-modules (πJ,v,MJ,v) (Theorem 4.2), and develop
a combinatorial formula for the matrix entries of πJ,v(Tw) in terms of J-folded alcove paths
(Theorems 4.13 and 4.15). We prove that these modules are irreducible (Corollary 4.19) and
realise them as induced representations from 1-dimensional representations of Levi subalgebras
(Theorem 4.21). In fact we will show that all representations of H̃ that are induced from 1-
dimensional representations of Levi subalgebras arise from our construction (after specialising
certain “variables” appropriately, see Remark 4.23).

Our H̃-modules are inspired by the modules constructed by Lusztig [21, Lemma 4.7] and
Deodhar [5, Corollary 2.3], however note that those modules are infinite dimensional when
applied to our setting. To motivate the general philosophy of Theorem 4.2, recall Lusztig’s
periodic Hecke module M =

⊕
A∈A RA with basis indexed by the (classical) alcoves and H̃-

action given by (see [21, §3.2])

(wA0) · Ti =

{
wsiA0 if wA0

−|+wsiA0

wsiA0 + (qi − q−1
i )wA0 if wA0

+|−wsiA0

for i ∈ {0}∪ I. The idea behind Theorem 4.2 is to adapt this action to create a J-analogue that
also incorporates the action of the translation group TJ on AJ to create a finite dimensional
H̃-module. We shall be able to achieve this goal for each subset J ⊆ I and each J-parameter
system v, thus constructing many “combinatorial” finite dimensional H̃-modules.

Remark 4.1. Starting from the definition of MJ,v in Theorem 4.2, it requires quite a lot of

work to show that we indeed obtain a H̃-module. It could seem more natural to define MJ,v

as an induced module from a 1-dimensional representation of Levi subalgebras (as shown in
Theorem 4.21). Let us briefly explain why we have not followed this approach in this paper.
First of all, we wanted to follow Dehodar’s original idea because of its combinatorial nature.
Next, it is in fact rather complicated to derive the path formula when MJ,v is defined as an
induced module, and most of the work after Theorem 4.2 still remains to be done with such an
approach. Finally, since the authors used induction to define MJ,v in [16, 15] in the rank 2 case,
we believe that it is more interesting to provide a different proof of the path formula here.

4.1 Construction of the module MJ,v

Let {ζi | i ∈ I} be a family of commuting invertible indeterminates, and for λ ∈ P let ζλ =∏
i∈I ζ

ai
i if λ =

∑
i∈I aiωi. For J ⊆ I, let IJ denote the ideal of the Laurent polynomial ring

R[{ζ±1
i | i ∈ I}] generated by the elements ζα

∨
j − 1 for j ∈ J . Let

ζλJ = ζλ + IJ and write R[ζJ ] = R[{ζ±1
i | i ∈ I}]/IJ .

In particular, note that ζγJ = 1 for all γ ∈ QJ , and thus ζλJ = ζλ
(J)

J for all λ ∈ P .
The following theorem introduces the main objects of study in this paper. Recall that by (3.3)

we extend the definition of vα to vα+kδ for all α+ kδ ∈ Φ̃, and that α0 = −ϕ+ δ.
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Theorem 4.2. Let J ⊆ I and let v be a J-parameter system. Let MJ,v be a module over the
ring R[ζJ ] with basis {mu | u ∈W J}, and for i ∈ {0} ∪ I and σ ∈ Σ define

mu · Ti =


ζ

wt(usi)
J mθJ (usi) if u→ usi positive and usi ∈WJ

ζ
wt(usi)
J mθJ (usi) + (qi − q−1

i )mu if u→ usi is negative and usi ∈WJ

vuαiv2uαimu if usi /∈WJ (hence uαi ∈ ΦJ + Zδ)

mu · Tσ = ζ
wt(uσ)
J mθJ (uσ).

This extends to a right action of H̃ on the module MJ,v.

Before proving Theorem 4.2 we give some lemmas and auxiliary results.

Lemma 4.3. Let w, v ∈ W̃ . Then
(1) θJ(wv) = θJ(θJ(w)v).
(2) θJ(wv) = θJ(w)θJ(θJ(w)v)
(3) wt(wv) = wt(w) + θJ(w)wt(θJ(w)v).

Proof. These all follow immediately from the definitions.

Lemma 4.4. Let w ∈ W̃ and i ∈ {0} ∪ I. Let u = θJ(w). Then

v(θJ(w))

v(θJ(wsi))
vwt(wsi)−wt(w) =

{
1 if usi ∈WJ

vεuαiv
ε
2uαi

if usi /∈WJ .

where ε ∈ {−1, 1} is the sign of the crossing w → wsi.

Proof. The expression on the left hand side of the equation is invariant under replacing w with
tλw for any λ ∈ P , and the sign of the crossing w → wsi is the same as the sign of the crossing
tλw → tλwsi. Therefore we can assume without loss of generality that w ∈W0.

So w = yu ∈W0 with y = θJ(w) and u = θJ(w). Suppose first that i ∈ I. If usi ∈WJ then
usi ∈W J and so θJ(wsi) = usi, and hence θJ(wsi) = y, and the result follows. If usi /∈WJ then
usi = sju for a unique j ∈ J , and so θJ(wsi) = ysj . If w → wsi is positive then `(wsi) = `(w)−1
(as w ∈W0) and so `(ysj) = `(y)− 1, and if w → wsi is negative then `(ysj) = `(y) + 1. Thus

v(θJ(w))

v(θJ(wsi))
vwt(wsi)−wt(w) =

v(y)

v(y)v−εαj v
−ε
2αj

= vεαjv
ε
2αj ,

as required.
Suppose now that i = 0. If us0 ∈ WJ then uϕ∨ ∈ P (J), and so by Corollary 2.11 we have

θJ(us0) = yuϕ∨ . Thus θJ(ws0) = yyuϕ∨ and so

v(θJ(w))

v(θJ(wsi))
vwt(wsi)−wt(w) =

v(y)

v(yyuϕ∨)
vyuϕ

∨
,

and since uϕ∨ ∈ P (J) the result follows by Lemma 3.10.
If us0 /∈WJ then uϕ∨ ∈ ΦJ . We have wt(ws0) = wϕ∨, and ws0 = twϕ∨yusϕ = tyuϕ∨(ysuϕ)u

and so θJ(ws0) = ysuϕ (as suϕ ∈WJ). Thus

v(θJ(w))

v(θJ(wsi))
vwt(wsi)−wt(w) =

v(y)

v(ysuϕ)
vyuϕ

∨
.

Since us0 /∈ WJ we have uα0 ∈ ΦJ + Zδ. Thus uϕ ∈ ΦJ (since α0 = −ϕ + δ). Hence by
Lemma 2.2 we have uϕ = ϕK for some K ∈ K(J). Moreover w → ws0 is positive if and only if
yuϕ ∈ Φ+

J , if and only if yϕK ∈ Φ+
J . The result now follows from Lemma 3.13.
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Lemma 4.5. Let w ∈ W̃ and i ∈ {0} ∪ I. Write u = θJ(w), and suppose that usi ∈WJ . Then
w → wsi is a positive crossing if and only if u→ usi is a positive crossing.

Proof. Since usi ∈ WJ we have uαi /∈ ΦJ + Zδ. Suppose that w → wsi is positive, and so
wαi = −α + kδ ∈ −Φ+ + Zδ (recall (1.2)). Write w = tλyu with λ = wt(w), y = θJ(w), and
u = θJ(w). Then uαi = y−1t−λ(wαi) = y−1t−λ(−α+ kδ) ∈ −y−1α+ Zδ. Since y−1α /∈ ΦJ and
y ∈ WJ we have α /∈ ΦJ . Then y−1α is necessarily a positive (linear) root, and so u → usi is
positive.

Conversely, suppose that u → usi is positive. So uαi = −β + kδ with β ∈ Φ+, and since
usi ∈WJ we have β /∈ ΦJ . Then wαi = tλyuαi = tλ(−yβ + kδ) ∈ −yβ + Zδ, and since β /∈ ΦJ

we have yβ > 0, hence the result.

The following proposition is the key to proving Theorem 4.2. Define a linear map $J,v :

H̃ →MJ,v by linearly extending the definition

$J,v(Xw) = (vζJ)wt(w)v(θJ(w))−1mθJ (w)

for w ∈ W̃ . (To motivate this definition, note that if we assume for the moment that the
proposed action given in Theorem 4.2 is indeed an action, then $J,v(Xw) = me ·Xw).

Proposition 4.6. For i ∈ {0} ∪ I and σ ∈ Σ we have

$J,v(hTi) = $J,v(h) · Ti and $J,v(hTσ) = $J,v(h) · Tσ

for all h ∈ H̃ (with m · Ti and m · Tσ as in the statement of Theorem 4.2 for m ∈MJ,v).

Proof. By linearity it is sufficient to prove that $J,v(XwTi) = $J,v(Xw) · Ti and $J,v(XwTσ) =

$J,v(Xw) ·Tσ for all w ∈ W̃ , i ∈ {0}∪ I, and σ ∈ Σ. Consider the second formula. Let µ ∈ P be
such that tµw ∈WJ . Then θ(tµw) = θ(w) and so by Corollary 2.11 and Lemma 3.10 we have

v(θJ(w)) = v(θJ(tµw)) = v(ywt(tµw)) = vwt(tµw) = vµ+wt(w).

Since tµwσ ∈WJ (as σA0 = A0) we similarly have v(θJ(wσ)) = vµ+wt(wσ), and it follows that

vwt(wσ)v(θJ(wσ))−1 = v−µ = vwt(w)v(θJ(w))−1.

Using this formula, along with the definition of $J,v, we have

$J,v(XwTσ) = $J,v(Xwσ) = (vζJ)wt(wσ)v(θJ(wσ))−1mθJ (wσ)

= ζ
wt(wσ)−wt(w)
J (vζJ)wt(w)v(θJ(w))−1mθJ (wσ)

and so $J,v(XwTσ) = $J,v(Xw) · Tσ as required.
We now prove the first formula, $J,v(XwTi) = $J,v(Xw) · Ti. Write u = θJ(w). Since Ti =

T−1
i + (qi−q−1

i ) we have XwTi = Xwsi if w → wsi is positive, and XwTi = Xwsi + (qi−q−1
i )Xw

if w → wsi is negative. Thus, since θJ(wsi) = θJ(usi) (by Lemma 4.3) we have

$J,v(XwTi) =

{
(vζJ)wt(wsi)v(θJ(wsi))

−1mθJ (usi) if ε = 1

(vζJ)wt(wsi)v(θJ(wsi))
−1mθJ (usi) + (qi − q−1

i )(vζJ)wt(w)v(θJ(w))−1mu if ε = −1

where ε ∈ {−1, 1} is the sign of the crossing w → wsi.
We now compute $J,v(Xw) · Ti. There are various cases to consider.

Case 1: Suppose that u→ usi is positive and usi ∈WJ . Then

$J,v(Xw) · Ti = (vζJ)wt(w)v(θJ(w))−1mu · Ti = (vζJ)wt(w)ζ
wt(usi)
J v(θJ(w))−1mθJ (usi)
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By Lemma 4.5 we have that w → wsi is necessarily positive. By Lemma 4.3 (with v = si) we have
wt(wsi) = wt(w)+θJ(w)wt(usi), and since θJ(w) ∈WJ we have wt(wsi) = wt(w)+wt(usi)+γ
for some γ ∈ QJ . Since ζγJ = 1 it follows that $J,v(Xw) · Ti = $J,v(XwTi) if and only if

vwt(w)v(θJ(w))−1 = vwt(wsi)v(θJ(wsi))
−1,

and the result follows from Lemma 4.4.

Case 2: Suppose that u→ usi is negative and usi ∈WJ . Then Lemma 4.5 gives that w → wsi
is also negative. We compute

$J,v(Xw) · Ti = (vζJ)wt(w)v(θJ(w))−1mu · Ti
= (vζJ)wt(w)v(θJ(w))−1

[
ζ

wt(usi)
J mθJ (usi) + (qi − q−1

i )mu

]
.

The same analysis as in Case 1 deals with the ζJ factors, and the result again follows from
Lemma 4.4.

Case 3: Suppose that usi /∈WJ , and so θJ(usi) = u. Then we have

$J,v(Xw) · Ti = (vζJ)wt(w)v(θJ(w))−1vuαiv2uαimu.

Since θJ(usi) = u, the calculation of $J,v(XwTi) from above gives

$J,v(XwTi) =

{
(vζJ)wt(wsi)v(θJ(wsi))

−1mu if ε = 1[
(vζJ)wt(wsi)v(θJ(wsi))

−1 + (qi − q−1
i )(vζJ)wt(w)v(θJ(w))−1

]
mu if ε = −1,

where, as before, ε is the sign of the crossing w → wsi. Thus if ε = 1 then $J,v(Xw) · Ti =
$J,v(XwTi) if and only if

(vζJ)wt(w)v(θJ(w))−1vuαiv2uαi = (vζJ)wt(wsi)v(θJ(wsi))
−1

Recall that wt(wsi) = wt(w)+θJ(w)wt(usi). Moreover, since usi /∈WJ we have uαi ∈ ΦJ +Zδ,
and hence wt(usi) ∈ QJ . Thus ζ

wt(wsi)
J = ζ

wt(w)
J , and the result follows from Lemma 4.4.

Finally, if ε = −1 then $J,v(Xw) · Ti = $J,v(XwTi) if and only if

vwt(w)v(θJ(w))−1vuαiv2uαi =
[
vwt(wsi)v(θJ(wsi))

−1 + (qi − q−1
i )vwt(w)v(θJ(w))−1

]
Rearranging, and noting that vuαiv2uαi−qi+q−1

i = v−1
uαiv

−1
2uαi

, we have$J,v(Xw)·Ti = $J,v(XwTi)
if and only if

vwt(w)v(θJ(w))−1v−1
uαiv

−1
2uαi

= vwt(wsi)v(θJ(wsi))
−1

and the result again follows from Lemma 4.4.

We now give the proof of Theorem 4.2.

Proof of Theorem 4.2. It is sufficient to check that the relations (for i, j ∈ {0} ∪ I, σ, σ′ ∈ Σ)

· · ·TiTjTi = · · ·TjTiTj , T 2
i = 1 + (qi − q−1

i )Ti, TσTi = Tσ(i)Tσ, TσTσ′ = Tσσ′

are respected by the proposed action (with mij terms on either side in the first relation). For
example, to verify that the braid relation is respected one use Proposition 4.6 repeatedly to get

$J,v(XuTiTjTi · · · ) = (· · · (((mu · Ti) · Tj) · Ti) · · · )

for all u ∈W J , and note that $J,v(XuTiTjTi · · · ) = $J,v(XuTjTiTj · · · ). The remaining relations
follow in the same way.

Corollary 4.7. The map $J,v : H̃ →MJ,v satisfies

$J,v(hh
′) = $J,v(h) · h′ for all h, h′ ∈ H̃.

Proof. This is immediate from Theorem 4.2.
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4.2 The multiplicative character ψJ,v

The J-Levi subalgebra of H̃ is the subalgebra LJ generated by the elements Tj , j ∈ J , and Xλ,
λ ∈ P . By construction of the module MJ,v it is clear that R[ζJ ]me is stable under the action
of LJ , and thus we may define a map ψJ,v : LJ → R[ζJ ] by

me · h = ψJ,v(h)me for h ∈ LJ .

Recall the definition of τλ and yλ from Definition 2.7.

Proposition 4.8. We have the following.
(1) The map ψJ,v is a multiplicative character (a 1-dimensional representation) of LJ .
(2) ψJ,v(Tj) = vαjv2αj ∈ {qj ,−q−1

j } for all j ∈ J .
(3) ψJ,v(Ty) = v(y) for all y ∈WJ .
(4) ψJ,v(X

λ) = vλζλJ for all λ ∈ P .

(5) If 2αj /∈ ΦJ then ψ(Xα∨j ) = ψ(Tj)
2.

(6) If ΦJ is not reduced then ψ(Xα∨n/2T−1
n ) ∈ {q0,−q−1

0 }.
(7) ψJ,v(Tyλ) = vλ for all λ ∈ P (J).
(8) ψJ,v(Xτλ) = ζλJ for all λ ∈ P (J).

Proof. (1) follows from Corollary 4.7, and (2), (3) and (4) follow directly from the definition
of the action. For (5) and (6), if 2αj /∈ ΦJ then the Bernstein-Lusztig relation gives TjX

ωj =

Xωj−α∨j Tj + (qj − q−1
j )Xωj , and so T−1

j Xωj = Xωj−α∨j Tj , from which it follows that ψ(Xα∨j ) =

ψ(Tj)
2. If ΦJ is not reduced then the Bernstein-Lusztig relation gives T−1

n Xωn = Xωn−α∨nTn +
(q0 − q−1

0 )Xωn−α∨n/2, and it follows that ψ(Xα∨n/2T−1
n ) satisfies a quadratic relation, giving

ψ(Xα∨n/2T−1
n ) ∈ {q0,−q−1

0 } as required.
To prove (7) and (8), since ψJ,v(X

λ) = vλζλJ it is sufficient to prove that ψJ,v(Tyλ) = vλ, and
since ψJ,v(Tyλ) = v(yλ) this follows from Lemma 3.10 (with y = e).

We also record the following fact.

Lemma 4.9. Let K ∈ K(J) and let α ∈ Φ+
K be a long root of ΦK (with all roots long if ΦK is

simply laced). Then ψJ,v(X
α∨T−1

sα ) = vα.

Proof. Since α ∈ ΦJ we have ζα
∨

J = 1, and so by Proposition 4.8(3) and (4) we have

ψJ,v(X
α∨T−1

sα ) = vα
∨
v(sα)−1,

and the result follows from Lemma 3.12.

4.3 The J-affine Hecke algebra

Recall the definition of W aff
J and its Coxeter generators {s′j | j ∈ Jaff} from Section 2.1. For

K ∈ K(J) and j ∈ J let
T ′j = Tj and T ′0K = Xϕ∨KT−1

sϕK
.

LetHaff
J be the subalgebra of H̃ generated by {T ′j | j ∈ Jaff}. By the general theory of Section 1.6

(in particular (1.7)) the algebra Haff
J is an affine Hecke algebra of type W aff

J , and

Haff
J =

∏
K∈K(J)

Haff
K

with each Haff
K an affine Hecke algebra of irreducible type W aff

K .
Since sϕK ∈ WJ for K ∈ K(J) the algebra Haff

J is a subalgebra of the Levi subalgebra LJ .
Thus if v = (vα)α∈ΦJ is a J-parameter system then ψJ,v, restricted to Haff

J , gives a 1-dimensional
representation of Haff

J . By definition we have ψJ,v(T
′
j) = vαjv2αj for all j ∈ J . The following

corollary allows us to compute ψJ,v(T
′
0K

) for K ∈ K(J).
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Corollary 4.10. For K ∈ K(J) we have ψJ,v(T
′
0K

) = vϕK = vϕKv2ϕK .

Proof. This follows from Lemma 4.9 and the fact that v2ϕK = 1.

4.4 The path formula for πJ,v(Tw)

We write (πJ,v,MJ,v) for the representation of H̃ in Theorem 4.2. In this section we prove the
path formula (Theorem 4.13) for the representations (πJ,v,MJ,v). We will need the following
simple lemma.

Lemma 4.11. If a wall H contains panels of type i and j then qi = qj.

Proof. Let v, w ∈ W be such that vA0 ∩ vsiA0 and wA0 ∩ wsjA0 are panels of H (of types i, j
respectively). Applying v−1 we may assume that v = e (as W acts in a type preserving way),
and replacing w with wsj if necessary we may assume that eA0 and wA0 lie in the same halfspace
determined by H (equivalently, `(wsj) = `(w) + 1). Then wsj = siw (because these elements
lie on the same side of all walls), and so sj and si are conjugate in W . Hence qi = qj .

The following theorem is a preliminary step to proving the path formula, and gives a J-
analogue of Proposition 1.6.

Theorem 4.12. For u ∈W J and w ∈ W̃ we have

$J,v(XuTw) =
∑

p∈PJ (~w,u)

QJ,v(p)$J,v(Xend(p)),

where ~w is any reduced expression for w.

Proof. Induction on `(w), with the case `(w) = 0 true by definition of the action mu · Tσ.
Suppose that `(wsk) = `(w) + 1. Then by the induction hypothesis

$J,v(XuTwsk) = $J,v(XuTw) · Tk =
∑

p∈PJ (~w,u)

QJ,v(p)$J,v(Xend(p)Tk).

Let p ∈ PJ(~w, u) and write v = end(p). There are 4 cases to consider.

Case 1: If vA0
− |+ vskA0 with vsk ∈ WJ then $J,v(XvTk) = $J,v(Xvsk). Writing pε+k for

the path obtained from p by appending a positive sk-crossing we have QJ,v(p) = QJ,v(pε+k ) and
vsk = end(pε+k ), and so

QJ,v(p)$J,v(XvTk) = QJ,v(pε+k )$J,v(Xend(pε+k )).

Case 2: If vA0
+|− vskA0 with vsk ∈WJ then using Tk = T−1

k + (qk − q−1
k ) gives

QJ,v(p)$J,v(XvTk) = QJ,v(pε−k )$J,v(Xend(pε−k )) +QJ,v(pfk)$J,v(Xend(pfk)),

where pε−k denotes the path obtained from p by appending a negative sk-crossing and pfk denotes
the path obtained from p by appending an sk-fold.

Case 3: If vA0
−|+ vskA0 with vsk /∈WJ then by Lemma 2.2 the panel vA0∩vskA0 is contained

in HϕK ,1 for some K ∈ K(J). Then vsk = sϕK ,1v, and since sϕK ,1 = tϕ∨KsϕK we have

XvTk = Xvsk = Xtϕ∨
K
sϕK v

= Xϕ∨KXsϕK v
.

We claim that XsϕK v
= T−1

sϕK
Xv. To see this, let ~v be a path of reduced type from e to v,

and consider the reflected path sϕK (~v) (a path joining sϕK to sϕKv). Since v ∈WJ no reduced
path from e to v crosses any hyperplanes parallel to any wall Hα with α ∈ Φ+

J , and since
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Φ(sϕK ) ⊆ Φ+
K ⊆ Φ+

J it follows that each positive (respectively negative) crossing in ~v is mapped
to a positive (respectively negative) crossing in sϕK (~v). Thus XsϕK v

= XsϕK
Xv, and since

sϕK ∈W0 we have XsϕK
= T−1

sϕK
, and hence the claim.

Thus XvTk = Xϕ∨KT−1
sϕK

Xv, and since ϕK is long in ΦK Lemma 4.9, and Proposition 4.8,
gives

QJ,v(p)$J,v(XvTk) = QJ,v(p)$J,v(X
ϕ∨KT−1

sϕK
Xv)

= QJ,v(p)ψJ,v(Xϕ∨KT−1
sϕK

)$J,v(Xv)

= QJ,v(p)vϕK$J,v(Xv)

= QJ,v(pb−ϕK )$J,v(Xend(pb−ϕK )),

where pb−ϕK denotes the path obtained from p by appending a negative bounce on the wall HϕK ;1

(note also that vϕK = vϕKv2ϕK to calculate QJ,v(pb−ϕK )).

Case 4: If vA0
+|− vskA0 with vsk /∈WJ then by Lemma 2.2 the panel vA0∩vskA0 is contained

in Hαj ,0 for some j ∈ J . Using the formula Tk = T−1
k + (qk − q−1

k ) we have

$J,v(XvTk) = $J,v(Xvsk) + (qk − q−1
k )$J,v(Xv).

Since vsk = sjv we have $J,v(XvTk) = $J,v(Xsjv) + (qk − q−1
k )$J,v(Xv). Similar arguments to

Case 3 shows that Xsjv = T−1
sj Xv, and hence

$J,v(XvTk) = (ψJ,v(Tj)
−1 + qk − q−1

k )$J,v(Xv).

By Lemma 4.11 we have qk = qj , and so ψJ,v(T
−1
j )+qk−q−1

k = ψJ,v(T
−1
j )+qj−q−1

j = ψJ,v(Tj).
If either ΦJ is reduced, or ΦJ is not reduced and j 6= n, then ψJ,v(Tj) = vαj . If ΦJ is not reduced
and j = n then ψJ,v(Tn) = vαnv2αn . In all cases we have QJ,v(p)ψJ,v(Tj) = QJ,v(pb+αj ) where

pb+αj denotes the path obtained from p by appending a positive bounce on the wall Hαj ,0. Thus
we have

QJ,v(p)$J,v(XvTk) = QJ,v(p)ψJ,v(Tj)$J,v(Xv) = QJ,v(pb+αj )$J,v(Xend(pb+αj )).

Hence the result.

We now prove the path formula for the matrix entries of πJ,v(Tw) with respect to the basis

BJ,v = {mu | u ∈W J}

of MJ,v. A version of this formula for more general bases will be given in Theorem 4.15.

Theorem 4.13. Let w ∈ W̃ . The matrix entries of πJ,v(Tw) with respect to the basis BJ,v are

[πJ,v(Tw)]u,v =
∑

{p∈PJ (~w,u) | θJ (p)=v}

QJ,v(p)ζwt(p)
J for u, v ∈ F,

where ~w is any choice of reduced expression for w.

Proof. Writing λ = wt(p) we have, by Corollary 2.11 and (1.6),

Xend(p) = XλT−1

y−1
λ

T−1
θJ (p)−1 .
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Then by Theorem 4.12 and Proposition 4.8

$J,v(Xu) · Tw =
∑

p∈PJ (~w,u)

QJ,v(p)$J,v(X
wt(p)T−1

y−1
wt(p)

T−1
θJ (p)−1)

=
∑

p∈PJ (~w,u)

QJ,v(p)ψJ,v(Xwt(p)T−1

y−1
wt(p)

)$J,v(T
−1
θJ (p)−1)

=
∑

p∈PJ (~w,u)

QJ,v(p)ζwt(p)
J $J,v(T

−1
θJ (p)−1),

completing the proof since $J,v(T
−1
θJ (p)−1) = mθJ (p).

4.5 Changing fundamental domains

It will be useful to have a more general version of Theorem 4.13 adapted to other choices of
basis (for example, see Section 6).

Proposition 4.14. If F is a fundamental domain for the action of TJ on WJ then

BF = {$J,v(Xu) | u ∈ F}

is a basis of MJ,v.

Proof. By construction of the module MJ,v the result holds for the fundamental domain F = W J .
Now let F be an arbitrary fundamental domain. For u ∈ F define u′ ∈ W J and λ ∈ P (J) by
u = τλu

′ (so λ = wt(u) and u′ = θJ(u)). Thus by Proposition 4.8 we have

$J,v(Xu) = $J,v(XτλXu′) = me ·XτλXu′ = ζλJme ·Xu′ = ζλJ$J,v(Xu′),

and hence the result.

Note that BWJ = BJ,v. A version of Theorem 4.13 for arbitrary fundamental domains is
given below. Recall the definition of wt(p,F) and θ(p,F) from (3.1).

Theorem 4.15. Let F be a fundamental domain for the action of TJ on WJ . With respect to
the basis BF of MJ,v from Proposition 4.14, the matrix entries of πJ,v(Tw), with w ∈ W̃ , are

[πJ,v(Tw)]u,v =
∑

{p∈PJ (~w,u) | θ(p,F)=v}

QJ,v(p)ζwt(p,F)
J for u, v ∈ F,

where ~w is any choice of reduced expression for w.

Proof. Using the fact that F is a fundamental domain, define functions g : F→W J and h : F→
P (J) by the equation

u = τh(u)g(u) for u ∈ F.

Then, as in the proof of Proposition 4.14, we have $J,v(Xu) = ζ
h(u)
J $J,v(Xg(u)), and by changing

basis from the fundamental domain W J case (proved in Theorem 4.13) we have

[πJ,v(Tw)]u,v =
∑

{p∈PJ (~w,g(u)) | θ(p,WJ )=g(v)}

QJ,v(p)ζwt(p)+h(u)−h(v)
J .

Using Lemma 3.4 and Lemma 3.9 it follows that

[πJ,v(Tw)]u,v =
∑

{p∈PJ (~w,g(u)) | θ(p,WJ )=g(v)}

QJ,v(τh(u) · p)ζ
wt(τh(u)·p)−h(v)

J

=
∑

{p∈PJ (~w,u) | θ(p,F)=v}

QJ,v(p)ζwt(p)−h(v)
J ,

and the result follows since wt(p,F) = wt(p)− h(v) if θ(p,F) = v.
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4.6 Intertwiners and irreducibility

For i ∈ I define intertwiners Ui ∈ H̃ by

Ui =


(1−X−α∨i )Ti − (qi − q−1

i ) if 2αi /∈ Φ

(1−X−α∨n )Tn − (qn − q−1
n + (q0 − q−1

0 )X−α
∨
n/2) if Φ = BCn and i = n and q0 6= qn

(1−X−α∨n/2)Tn − (qn − q−1
n ) if Φ = BCn and i = n and q0 = qn

The terminology comes from the fact that these elements “intertwine” the weight spaces of H̃-
modules (see Proposition 4.18(1)). A direct calculation, using the Bernstein-Lusztig relation,
gives

U2
i = q2

i (1− q−2
i X−α

∨
i )(1− q−2

i Xα∨i ) if 2αi /∈ Φ, (4.1)

while if Φ = BCn and i = n then if q0 6= qn we have

U2
n = q2

n(1− q−1
0 q−1

n X−α
∨
n/2)(1 + q0q

−1
n X−α

∨
n/2)(1− q−1

0 q−1
n Xα∨n/2)(1 + q0q

−1
n Xα∨n/2)

and if q0 = qn then U2
n = q2

n(1− q−2
n X−α

∨
n/2)(1− q−2

n Xα∨n/2).
The elements Ui satisfy the braid relations (see [28, Proposition 2.14], however note that we

have normalised these elements so that they are elements of the Hecke algebra), and hence for
w ∈W0 we may define

Uw = Ui1 · · ·Ui`
whenever w = si1 · · · si` is a reduced expression. From the Bernstein-Lusztig relation we have
UiX

λ = XsiλUi, and hence we have the very useful relation

UwX
λ = XwλUw for all w ∈W0 and λ ∈ P .

Lemma 4.16. If α ∈ Φ\ΦJ then ψJ,v(X
α∨) /∈ R.

Proof. Let α ∈ Φ. If R 3 ψJ,v(Xα∨) = vλζα
∨

J then ζα
∨

J = 1. Thus (α∨)J = 0, and so α∨ ∈ VJ ,
and so α ∈ ΦJ .

Proposition 4.17. The module MJ,v has basis {$J,v(Uu) | u ∈W J}.

Proof. Let u = si1 · · · si` ∈W0 be a reduced expression. From the Bernstein-Lusztig relation we
have

Uu = (1−X−α
∨
i1 )Ti1(1−X−α

∨
i2 )Ti2 · · · (1−X

−α∨i` )Ti` + lower terms

= (1−X−α
∨
i1 )(1−X−si1α

∨
i2 ) · · · (1−X−si1 ···si`−1

α∨i` )Tu + lower terms

=

[ ∏
α∈Φ(u)

(1−X−α∨)

]
Tu + lower terms,

where on each line “lower terms” denotes a linear combination of terms pv(X)Tv with v < u
(in Bruhat order). Since Tu = Xu + (terms Xv with v < u) and $J,v(Xu) = mu for u ∈W J we
have

$J,v(Uu) =

[ ∏
α∈Φ(u)

(1− ψJ,v(Xα∨)−1)

]
mu + lower terms.

For u ∈W J we have ΦJ(u) = ∅ (by Lemma 1.2), and so by Lemma 4.16 the coefficient∏
α∈Φ(u)

(1− ψJ,v(X−α
∨
))

does not vanish, and the result follows.
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The following proposition gives the decomposition of MJ,v into weight spaces.

Proposition 4.18. Let J ⊆ I and let v be a J-parameter system. For u ∈W0 let

Mu = {m ∈MJ,v |m ·Xλ = ψJ,v(X
uλ)m for all λ ∈ P}.

(1) If u, usi ∈W J then the map Ũi : Mu →Musi with Ũi(m) = m · Ui is bijective.
(2) For u ∈W J we have Mu = {r$J,v(Uu) | r ∈ R[ζJ ]}, and

MJ,v =
⊕
u∈WJ

Mu.

Proof. (1) For u ∈W0 let zu : P → R[ζJ ] be the map zλu = ψJ,v(X
uλ). Then zλu = zuλ, where we

write z = ze, and Mu = {m ∈ MJ,v | m ·Xλ = zλum for all λ ∈ P}. For any u ∈ W0 and i ∈ I,
if m ∈Mu then

(m · Ui)Xλ = (m ·Xsiλ)Ui = zsiλu (m · Ui) = zλusi(m · Ui),

and so m · Ui ∈ Musi . It follows that there are operators Ũi : Mu → Musi and Ũi : Musi → Mu

given by Ũi(m) = m · Ui. Thus Ũ2
i : Mu →Mu. If 2αi /∈ Φ then by (4.1) we have

Ũ2
i (m) = m · U2

i = q2
i (1− q−2

i z−uα
∨
i )(1− q−2

i zuα
∨
i )m

and so if zuα
∨
i 6= q±2

i then the operators Ũi : Mu →Musi and Ũi : Musi →Mu are bijective. If Φ is
not reduced and i = n then the same result holds for Ũn provided zuα

∨
n/2 6= (q0qn)±1,−(q−1

0 qn)±1

(with the −(q−1
0 qn)±1 case omitted if q0 = qn).

Suppose now that u ∈W J and i ∈ I with usi ∈W J . Then uαi /∈ ΦJ , and thus Lemma 4.16
gives zuα

∨
i /∈ R (and also zuα

∨
n/2 /∈ R in the non reduced case) and so by the previous paragraph

Ũi : Mu →Musi is bijective, proving (1).
(2) It is clear that {r$J,v(Uu) | r ∈ R[ζJ ]} ⊆ Mu for each u ∈ W J , and thus by Propo-

sition 4.17 the spaces Mu, u ∈ W J , span MJ,v. Thus to prove (2) it is sufficient to show
that if u1, u2 ∈ W J with Mu1 = Mu2 then u1 = u2. To see this, Mu1 = Mu2 implies that

ψJ,v(X
u1λ) = ψJ,v(X

u2λ) for all λ ∈ P . Replacing λ by u−1
2 λ we have ψJ,v(X

u1u
−1
2 λ−λ) = 1 for

all λ ∈ P . Thus (u1u
−1
2 λ−λ)J = 0 for all λ ∈ P , and so u1u

−1
2 λ ∈ λ+VJ for all λ ∈ P . Applying

this to λ = α∨ ∈ Φ∨J it follows that u1u
−1
2 α∨ ∈ Φ∨J for all α∨ ∈ Φ∨J , and hence u1u

−1
2 ∈ WJ . So

u1 ∈WJu2, forcing u1 = u2 (as u1, u2 ∈W J).

Corollary 4.19. Let J ⊆ I and let v be a J-parameter system. The representation (πJ,v,MJ,v)
is irreducible.

Proof. Let N be a nonzero H̃-invariant submodule of MJ,v. Since N is invariant under the
action of the elements Xλ, λ ∈ P , it follows from Proposition 4.18(2) that N ∩Mu 6= ∅ for some
u ∈W J . Since Mu is 1-dimensional we have Mu ⊆ N . But then Proposition 4.18(1), along with
H̃-invariance, forces N = MJ,v.

4.7 Generic induced representations

In this subsection we realise the combinatorial modules MJ,v introduced in Theorem 4.2 as
induced representations from 1-dimensional representations of a Levi subalgebra. Let ψJ,v be
as in Section 4.2, and let ξJ,v be a generator of the 1-dimensional LJ module R[ζJ ]ξJ,v affording
the character ψJ,v. That is,

ξJ,v · h = ψJ,v(h)ξJ,v for all h ∈ LJ .

Let M ′J,v = IndH̃LJ (ψJ,v) = (R[ζJ ]ξJ,v)⊗LJ H̃.
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Proposition 4.20. The module M ′J,v has basis {ξJ,v ⊗Xu | u ∈W J}.

Proof. Since {Xw | w ∈ W̃} is a basis of H̃ the set {ξJ,v ⊗Xw | w ∈ W̃} spans M ′J,v. If w ∈ W̃
then by (1.6) we have Xw = XλT−1

u−1 where λ = wt(w) and u = θ(w). Write u = u1u2 ∈WJW
J .

Since XλT−1

u−1
1

∈ LJ we have

ξJ,v ⊗Xw = ξJ,v ⊗XλT−1

u−1
1

T−1

u−1
2

= ψJ,v(X
λT−1

u−1
1

)(ξJ,v ⊗Xu2).

Thus M ′J,v is spanned by {ξJ,v ⊗ Xu | u ∈ W J}, and these elements are linearly independent

because {XλT−1
v−1T

−1
u−1 | λ ∈ P, v ∈WJ , u ∈W J} is a basis of H̃.

The following theorem shows that (πJ,v,MJ,v) is isomorphic to the representation (π′J,v,M
′
J,v),

and moreover identifies bases of each module giving an isomorphism of matrix representations.

Theorem 4.21. We have MJ,v
∼= M ′J,v. Moreover

[πJ,v(h)]u,v = [π′J,v(h)]u,v for all h ∈ H̃ and u, v ∈W J ,

where MJ,v and M ′J,v are endowed with the bases {mu | u ∈ W J} and {ξJ,v ⊗ Xu | u ∈ W J}
respectively.

Proof. We will show that the action of Ti (i ∈ {0} ∪ I) and Tσ (σ ∈ Σ) on M ′J,v with respect to

the basis {ξJ,v ⊗Xu | u ∈ W J} agrees with the action from Theorem 4.2. The analysis is easy
for the cases Ti with i ∈ I and Tσ with σ ∈ Σ, and so we focus on the action of T0.

Case 1: Suppose that uA0
−|+ us0A0 with us0 ∈WJ . Then XuT0 = Xus0 , and since us0 ∈WJ

Corollary 2.11 gives us0 = τλθ
J(uw0) where λ = wt(us0) = uϕ∨. Then

(ξJ,v ⊗Xu) · T0 = ξJ,v ⊗Xus0 = ξJ,v ⊗Xτuϕ∨XθJ (us0) = ψJ,v(Xτuϕ∨ )(ξJ,v ⊗XθJ (us0)),

and Proposition 4.8(8) gives (ξJ,v⊗Xu) ·T0 = ζuϕ
∨

J (ξJ,v⊗XθJ (us0)), and hence the result in this
case.

Case 2: Suppose that uA0
+|− us0A0 with us0 ∈WJ . Since T0 = T−1

0 + (q0 − q−1
0 ) we have

(ξJ,v ⊗Xu) · T0 = (ξJ,v ⊗Xus0) + (q0 − q−1
0 )(ξJ,v ⊗Xu)

= ζuϕ
∨

J (ξJ,v ⊗XθJ (us0)) + (q0 − q−1
0 )(ξJ,v ⊗Xu),

and hence the result in this case.

Case 3: If uA0
−|+ us0A0 with us0 /∈WJ then, exactly as in Case 3 of the proof of Theorem 4.12,

we have
XuT0 = Xϕ∨KT−1

sϕK
Xu

for some K ∈ K(J). Since ϕK is long in ΦK Lemma 4.9 gives

(ξJ,v ⊗Xu) · T0 = ξJ,v ⊗Xϕ∨KT−1
sϕK

Xu = ψJ,v(X
ϕ∨KT−1

sϕK
)(ξJ,v ⊗Xu) = vαv2α(ξJ,v ⊗Xu),

as required.

Case 4: If uA0
+|− us0A0 with us0 /∈WJ then by Lemma 2.2 the panel uA0∩us0A0 is contained

in Hαj ,0 for some j ∈ J . Thus this case is impossible, as uα0 = −uϕ+δ 6= ±αi for any i ∈ I.

Remark 4.22. If J = ∅ then v is vacuous, and (π′∅,v,M
′
∅,v) is the principal series representation

of H̃ with central character ζ = ζI .
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Remark 4.23. Up to specialising the “variables” ζi and extending scalars, all representations
of H̃ induced from 1-dimensional representations of a Levi subalgebra can be realised by the
construction in Theorem 4.2. Let us briefly explain this. Let ψ : LJ → R′ be a one dimensional
representation of LJ over an integral domain R′ containing R. For α ∈ ΦJ let

vα =


ψ(Tj) if α ∈WJαj with j ∈ J and α ∈ Φ0 ∩ Φ1

ψ(Xα∨n/2)ψ(Tn)−1 if ΦJ not reduced and α ∈WJ(2αn)

ψ(Xα∨n/2)−1ψ(Tn)2 if ΦJ is not reduced and α ∈WJαn,

and define z : P → R′ by zλ = v−λψ(Xλ), with vλ as in (3.2). It is not difficult to see that v is
a J-parameter system and that zγ = 1 for all γ ∈ QJ .

After extending the ring R′ to a ring R′′ if necessary one can choose a specialisation ζi 7→
zi ∈ R′′ such that ζλJ 7→ zλ for all λ ∈ P . Then, by Theorem 4.21, the combinatorial module

MJ,v constructed in Theorem 4.2 specialises to IndH̃LJ (ψ) (after extending scalars if necessary).

5 Bounded representations

Let L : W → N be a positive weight function on W . That is, L(w) > 0 for w ∈ W\{e} and
L(uv) = L(u) + L(v) whenever `(uv) = `(u) + `(v). Let q be an invertible indeterminate, and
specialise qi = qL(si) for i ∈ {0} ∪ I. The ring R specialises to Z[q, q−1], and one can consider
the associated weighted Hecke algebras H(L) and H̃(L) over the ring Z[q, q−1]. In this context
a J-parameter system becomes a weighted J-parameter system, where each occurrence of qj in
Definition 3.5 (with j ∈ {0} ∪ J) is replaced by qL(sj).

It is convenient to make the following convention throughout this section (by the natural
symmetry present in BCn this convention does not result in a loss of generality).

Convention 5.1. If Φ is of type BCn we assume that L(sn) ≥ L(s0).

5.1 Boundedness

In [16, 15] the authors introduced the notion of a balanced system of cell representations, inspired
by the work of Geck [10, 11] in the finite case, and we used this notion to prove Lusztig’s
Conjectures P1–P15 for rank 3 affine Coxeter systems with arbitrary positive weight function L.
A key part of this concept was the property of boundedness of a matrix representation. We recall
this theory here.

Every nonzero rational function f(q) = a(q)/b(q) in q can be written under the form f(q) =
qNa′(q−1)/b′(q−1) with N ∈ Z and with a′(q−1) and b′(q−1) polynomials in q−1 with nonzero
constant term. The integer N in this expression is unique, and we shall call it the degree of the
rational function f(q), written deg f(q) = N . For example, deg((q2+1)(q3+1)/(q7−q+1)) = −2,
and if f(q) is a polynomial then deg f(q) agrees with the usual degree. We set deg(0) = −∞.

By a matrix representation of H̃(L) we shall mean a triple (π,M,B) where M is a right H̃(L)-
module over an Z[q, q−1]-polynomial ring S, and B is a basis of M . We write (for h ∈ H̃(L) and
u, v ∈ B)

π(h,B) and [π(h,B)]u,v

for the matrix of π(h) with respect to the basis B, and the (u, v)th entry of π(h,B). When the
basis B is clear from context we omit it from the notation.

Definition 5.2. A matrix representation (π,M,B) is called bounded if deg([π(Tw,B)]u,v) is

bounded from above for all u, v ∈ B and all w ∈ W̃ . In this case we call the integer

aπ,M,B = max{deg([π(Tw,B)]u,v) | u, v ∈ B, w ∈W} (5.1)

the bound of the matrix representation.
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Definition 5.3. If (π,M,B) is a bounded matrix representation with bound aπ,M,B then the
cell recognised by (π,M,B) is the set

Γπ,M,B = {w ∈ W̃ | deg([π(Tw,B)]u,v) = aπ,M,B for some u, v ∈ B}.

If w ∈ Γπ,M,B the leading matrix of w is defined by

cπ,M,B(w) = spq−1=0

(
q−aπ,M,Bπ(Tw,B)

)
,

where spq−1=0 is specialisation at q−1 = 0.

The notion of leading matrices comes from the work of Geck [10, 11], and played a crucial
role in [16, 15]. We will not discuss leading matrices further in this work, until the final example
in Section 6.

Remark 5.4. If a finite dimensional representation (π,M,B) is bounded then (π,M,B′) is
bounded for all bases B′ of M , because the (finite) change of basis matrix has a bound on the
degrees of its entries. Thus we may talk of a “bounded (finite dimensional) representation”
without specifying the basis. However we note that both the value of the bound, and the
cell recognised, are highly dependent on the particular basis. In this paper we will study the
matrix representations (πJ,v,MJ,v,BF) where BF is the basis from Proposition 4.14 associated to
a fundamental domain F. These bases appear to have some remarkable and beautiful properties
(see Conjectures 5.15 and 5.16). We note that the basis from Proposition 4.17, while easier to
work with in many respects, does not appear to have the same remarkable properties.

Let F and F′ be fundamental domains for the action TJ on WJ . By Remark 5.4 (πJ,v,MJ,v,BF)
is bounded if and only if (πJ,v,MJ,v,BF′) is bounded. However the connection is much stronger,
as the following proposition shows.

Proposition 5.5. Let F and F′ be fundamental domains for the action of TJ on WJ such that
the associated matrix representations are bounded. Then the matrix representations have the
same bound, and recognise the same cell.

Proof. Define g : F → W J and h : F → P (J) by the equation u = τh(u)g(u) for u ∈ F (as in the

proof of Theorem 4.15). Then $J,v(Xu) = ζ
h(u)
J mg(u), showing that the change of basis matrix

from BF to BJ,v = BWJ is a monomial matrix with entries independent of q. It follows that the
matrix representations with respect to the bases BF and BJ,v have the same bound and recognise
the same elements, hence the result.

Thus if (πJ,v,MJ,v) is bounded we write aJ,v = aπJ,v,MJ,v,BF
and ΓJ,v = ΓπJ,v,MJ,v,BF

(for any

choice of fundamental domain F for the action of TJ on WJ).

Example 5.6. The concept of boundedness is already interesting and delicate for 1-dimensional
representations. Note that the particular choice of basis is irrelevant in the 1-dimensional case.
Consider the G̃2 case with weight function L(s0) = L(s2) = b and L(s1) = a.

• • •
0 2 1

b b a

Let ψI,v be the 1-dimensional representation of H̃(L) with vα1 = ψI,v(T1) = qa and vα2 =
ψI,v(T2) = ψI,v(T0) = −q−b. It is a (not entirely trivial) exercise to show that:

(1) If a/b < 1 then ψI,v is bounded with aI,v = a and ΓI,v = {1} (recall 1 = s1).
(2) If a/b = 1 then ψI,v is bounded with aI,v = a = 3a− 2b and ΓI,v = {1, 121, 12121}.
(3) If 1 < a/b < 3/2 then ψI,v is bounded with aI,v = 3a− 2b and ΓI,v = {12121}
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(4) If a/b = 3/2 then ψI,v is bounded with aI,v = 3a−2b and ΓI,v = {(12121)·(02121)k | k ≥ 0}.
(5) If a/b > 3/2 then ψI,v is not bounded.

(One approach is to consider reduced expressions in G̃2).

Example 5.7. If J = ∅ then (π∅,v,M∅,v,B∅,v) = (π,M,B) is the principal series representation
(see Theorem 4.21). By [16, Lemma 6.2] we have degQ(p) ≤ L(w0) for all positively folded
paths p of reduced type, and hence by Theorem 4.15 (π,M,B) is bounded with bound L(w0).

For each λ ∈ P let Wλ be the stabiliser of λ in W and let wλ be the longest element of Wλ.
By an analysis similar to that in [16, Theorem 6.6] it can be shown that the set of elements of
W that are recognised by (π,M,B) is

Γ = {w ∈W | w = w1 · wλ · w2, w1, w2 ∈W, λ ∈ P},

where the notation u · v means `(uv) = `(u) + `(v) (recall Conventions 1.7 and 5.1 are in force,
and we further assume that L(sn) > L(s0) for the above statement, and so in particular for the
BCn case {wλ | λ ∈ P} = {w0}).

Remark 5.8. A main motivation for our path formula in Theorem 4.15 is to give a combinatorial
approach to studying bounded representations. Indeed J-alcove paths are very useful in studying
boundedness (see, for example, Theorems 5.9 and 5.13, and the work in [16, 15]), however before
proceeding we briefly discuss some complications and subtleties in the theory.

Let u, v ∈ W J and let ~w be a reduced expression for w ∈ W̃ . If there is N > 0 such
that degQJ,v(p) ≤ N for all p ∈ PJ(~w, u) with θJ(p) = v then by Theorem 4.15 we have
deg[πJ,v(Tw)]u,v ≤ N , showing that boundedness of paths leads directly to boundedness of
matrix entries. It is important to note that the reverse direction is more subtle, as this fact
significantly complicates the theory.

For example, let Φ be of type A3 with J = {1} and let v be the J-parameter system with
vα1 = −q−1. Let ~w0 = 323123 (a reduced expression for the longest element of W0). The paths
p ∈ PJ(~w0, e) with θJ(p) = e, along with their respective v-masses, are as follows (where î
denotes a fold, and ǐ denotes a bounce):

p1 = 3̂2̂3̂1̌2̂3̂ QJ,v(p1) = −q−1(q− q−1)5

p2 = 3̂23̂1̂23̂ QJ,v(p2) = (q− q−1)4

p3 = 3̂2̂31̌2̂3 QJ,v(p3) = −q−1(q− q−1)3

p4 = 32̂31̌2̂3̂ QJ,v(p4) = −q−1(q− q−1)3

p5 = 323̂1̂23 QJ,v(p5) = (q− q−1)2.

Note that degQJ,v(p1) = degQJ,v(p2) = 4. By Theorem 4.13 we have

[πJ,v(Tw0)]e,e =
5∑
i=1

QJ,v(pi) = q−4(q− q−1)2,

which has degree −2.
Note that the leading terms have cancelled. The combinatorics of this cancellation of leading

terms in matrix coefficients appears to be rather delicate. In [16, 15] the authors were able to
deal with this phenomena in affine rank 3 Hecke algebras, as the cancellations are rather rare and
tame in that low dimension case. Understanding these cancellations in arbitrary rank would lead
to a significant advance in understanding boundedness, with implications to Kazhdan-Lusztig
theory (as illustrated by the discussion in the following sections, and in the work [16, 15]). For
example, in Section 6 we are able to sufficiently control the cancellations that occur in the An
case with J = {1, 2, . . . , n− 1}.
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5.2 Classification of bounded modules MJ,v

In this section we classify the weighted J-parameter systems for which (πJ,v,MJ,v) is bounded
(c.f. Remark 5.4). Recall from Section 4.3 that the J-affine Hecke algebra is a subalgebra of LJ ,
and hence ψJ,v restricts to a 1-dimensional representation of Haff

J (see Corollary 4.10).

Theorem 5.9. Let v be a weighted J-parameter system. The following are equivalent.
(1) The representation (πJ,v,MJ,v) is bounded.
(2) We have deg vλ ≤ 0 for all λ ∈ P+.
(3) We have deg vωj ≤ 0 for all j ∈ J .
(4) We have deg vuλ ≤ 0 for all λ ∈ P+ and all u ∈W J .
(5) The associated 1-dimensional representation ψJ,v of Haff

J (L) is bounded.
(6) There is a uniform bound degQJ,v(p) ≤ N for all J-folded alcove paths of reduced type.

Proof. (1)=⇒(2). Suppose that (πJ,v,MJ,v) is bounded. Since

me ·Xλ = ψJ,v(X
λ)me = vλζλJme

we have [πJ,v(X
λ)]e,e = vλζλJ and so deg vλ ≤ 0 for all λ ∈ P+ (for if not the degree of

[πJ,v(TtNλ)]e,e = [πJ,v(X
Nλ)]e,e is unbounded for N ∈ N).

(2)=⇒(3) is trivial.
(3)=⇒(4). Since vωi = 1 for i ∈ I\J we have

vuλ =
∏
j∈J

v〈uλ,αj〉ωj .

If u ∈ W J then u−1α ∈ Φ+ for all α ∈ Φ+
J , and hence 〈uλ, α〉 = 〈λ, u−1α〉 ≥ 0 for all λ ∈ P+,

u ∈W J , and α ∈ Φ+
J . Thus deg vuλ ≤ 0.

(4)=⇒(1). For λ ∈ P+ let mλ denote the unique minimal length element of W0tλW0. Write

tλ = mλwλ where wλ ∈W0 and `(tλ) = `(mλ)+`(wλ). Each w ∈ W̃ can be written as w = umλv
with u, v ∈W0 and λ ∈ P+, and moreover `(w) = `(u) + `(mλ) + `(v). Thus

Tw = TuTmλTv = TuTtλT
−1
wλ
Tv = TuX

λT−1
wλ
Tv.

Let B′J,v = {ξJ,v ⊗ Uu | u ∈ W J} denote the basis of MJ,v from Proposition 4.17, and write

π′J,v(h) = πJ,v(h,B
′
J,v). We have π′J,v(Tw) = π′J,v(X

λ)π′J,v(Tu)π′J,v(Tv)π
′
J,v(T

−1
wλ

). Since u, v, wλ ∈
W0, and W0 is finite, there is a global bound on the degree of the entries of the last three
matrices in this product. Moreover, since UuX

λ = XuλUu the matrix π′J,v(X
λ) is diagonal with

entries ψJ,v(X
uλ) = vuλζuλJ for u ∈ W J , and hence by assumption the degree of the entries of

this matrix is bounded for λ ∈ P+. Thus the degree of the entries of π′J,v(Tw) is bounded. Hence
the result (c.f. Remark 5.4).

(3)⇐⇒(5). We have established the equivalence of (1) and (3). Applying this to the case
J = I we see that a 1-dimensional representation ψI,v of H̃(L) is bounded if and only if deg vωi ≤
0 for all i ∈ I. Applying this to the case of the weighted J-affine Hecke algebra we see that ψJ,v
is a bounded 1-dimensional representation of this algebra if and only if deg vωj ≤ 0 for all j ∈ J ,
hence the result.

(1)⇐⇒(6). Theorem 4.13 shows that (6) implies (1). The reverse implication is complicated
by the cancellations discussed in Remark 5.8, and we argue as follows. Suppose that (1) holds.
Let p be a J-folded path of reduced type, and let pJ be the associated J-straightening. Since pJ
is positively folded a well known result (see [19, Lemma 7.7] or [16, Lemma 6.2]) gives f(pJ) ≤
`(w0), where f(pJ) denotes the number of folds in pJ . Decompose pJ as p0 · f1 · p1 · f2 · · · · fk · pk,
where p0, . . . , pk are straight (ie, no folds) and f1, . . . , fk are the folds (so k ≤ `(w0)). Consider
the path pj . Let x, y ∈ W aff

J such that pj starts in xAJ and ends in yAJ . It is not difficult
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to see, using Proposition 3.16, that the contribution of pj to QJ,v(p) is ψJ,v(T
′
x−1y), where T ′w

denotes the standard basis of Haff
J (see Section 4.3). We have already seen that (1) implies (5),

and hence there is a bound degψJ,v(T
′
w) ≤ N ′ for all w ∈W aff

J . Thus

degQJ,v(p) ≤
∑

i∈{0}∪I

L(si)fi(p) + (`(w0) + 1)N ′

(with the first sum coming from the folds) hence (6).

Remark 5.10. On extending scalars to C and specialising q→ q and ζi → zi for i ∈ I\J with
q > 1 and zi ∈ C with |zi| = 1, Casselman’s criteria for temperedness (see [26, Lemma 2.20])
along with the equivalence of (1) and (2) in Theorem 5.9 shows that (πJ,v,MJ,v) is bounded if
and only if the specialised representation is tempered.

By Theorem 5.9 determining boundedness of (πJ,v,MJ,v) is equivalent to determining bound-
edness of the associated 1-dimensional representation ψJ,v of Haff

J . The latter is a much simpler
task. Since it suffices to consider each irreducible component of Haff

J , it is sufficient to determine

the bounded 1-dimensional representations of an affine Hecke algebra H̃(L) with irreducible
root system Φ. Since Φ is irreducible the degrees of freedom in choosing a weighted I-parameter
system is equal to the number of root lengths in Φ. If Φ is simply laced then vα = v for all
α ∈ Φ and we write b = L(si) for any i ∈ I. If Φ is reduced with two distinct root lengths we
write vsh = vα for any short root α, and vlo = vα for any long root α, and we write a = L(sj) is
αj is short, and b = L(sj) if αj is long. Then vsh ∈ {qa,−q−a} and vlo ∈ {qb,−q−b}.

Proposition 5.11. The bounded 1-dimensional representations of H̃(L) are the maps ψI,v where
v = (vα)α∈Φ is a weighted I-parameter system appearing in the list below.

(1) If Φ is simply laced then vα = −q−b for all α ∈ Φ.
(2) If Φ is reduced and not simply laced then the possible values of (vsh, vlo) are as follows,

with the stated constraints on a, b:

(vsh, vlo) Bn Cn F4 G2

(−q−a,−q−b) a, b ≥ 1 a, b ≥ 1 a, b ≥ 1 a, b ≥ 1

(qa,−q−b) a/b ≤ n− 1 a/b ≤ 1/(n− 1) a/b ≤ 6/5 a/b ≤ 3/2

(−q−a, qb) a/b ≥ 2(n− 1) a/b ≥ 2/(n− 1) a/b ≥ 5/3 a/b ≥ 2

(3) If Φ is of type BCn then the possible values of (vα1 , vαnv2αn , v2αn) are as follows, with the
stated constraints on a = L(sn), b = L(s1), and c = L(s0) (and Convention 5.1 in force):

(vα1 , vαnv2αn , v2αn) BCn
(−q−b,−q−a,−q−c) a, b, c ≥ 1

(−q−b,−q−a, qc) a, b, c ≥ 1

(qb,−q−a,−q−c) a/b+ c/b ≥ 2(n− 1)

(qb,−q−a, qc) a/b− c/b ≥ 2(n− 1)

(−q−b, qa,−q−c) a/b− c/b ≤ n− 1

(−q−b, qa, qc) a/b+ c/b ≤ n− 1

Proof. By Theorem 5.9 it is sufficient to determine the weighted I-parameter systems v with
deg vλ ≤ 0 for all λ ∈ P+, and this in turn is equivalent to deg vωi ≤ 0 for all i ∈ I. Write ρ = ρI
and ρ′ = ρ′I (see Section 1.4). If Φ is simply laced then vα = v is constant for all α ∈ Φ, and
hence vωi = v〈ωi,2ρ〉 for all i ∈ I. Since v ∈ {qb,−q−b} and 〈ωi, 2ρ〉 > 0 the result follows in this
case.

Suppose now that Φ is reduced with two distinct root lengths. Then vωi = v
〈ωi,2ρ′〉
sh v

〈ωi,2ρ〉
lo .

Thus if (vsh, vlo) = (qa,−q−b) we require a/b ≤ 〈ωi, 2ρ〉/〈ωi, 2ρ′〉 for all 1 ≤ i ≤ n, and if
(vsh, vlo) = (−q−a, qb) we require a/b ≥ 〈ωi, 2ρ〉/〈ωi, 2ρ′〉 for all 1 ≤ i ≤ n.

38



The result now follows by considering each case. If Φ is of type Bn then in Bourbaki con-
ventions [3] we have 2ρ = 2(n − 1)e1 + 2(n − 2)e2 + · · · + 2en−1 and 2ρ′ = e1 + e2 + · · · + en.
Since ωi = e1 + · · · + ei we have 〈ωi, 2ρ′〉 = i and 〈ωi, 2ρ〉 = i(2n − i − 1) for 1 ≤ i ≤ n. Thus
if (vsh, vlo) = (qa,−q−b) we have a/b ≤ 2n − i − 1 for all 1 ≤ i ≤ n, and so a/b ≤ n − 1. If
(vsh, vlo) = (−q−a, qb) then a/b ≥ 2n− i− 1 for all 1 ≤ i ≤ n, and so a/b ≥ 2(n− 1).

The remaining reduced cases are similar. In type Cn we have 2ρ = 2(e1 + · · · + en), 2ρ′ =
2(n− 1)e1 + 2(n− 2)e2 + · · ·+ 2en−1, ωi = e1 + · · ·+ ei for 1 ≤ i < n, and ωn = 1

2(e1 + · · ·+ en).
In type F4 we have 2ρ′ = 5e1 +e2 +e3 +e4, 2ρ = 6e1 +4e2 +2e3, ω1 = e1 +e2, ω2 = 2e1 +e2 +e3,
ω3 = 3e1 + e2 + e3 + e4, and ω4 = 2e1. In type G2 we have 2ρ′ = −e2 + e3, 2ρ = −e1 − e2 + 2e3,
ω1 = −e2 + e3, and ω2 = 1

3(−e1 − e2 + 2e3).
Finally, consider the BCn case. We have

vλ = v〈λ,2(n−1)e1+2(n−2)e2+···+2en−1〉
α1

v〈λ,e1+···+en〉
αn v

2〈λ,e1+···+en〉
2αn

.

Since ωi = e1 + · · · + ei we require deg(v
i(2n−i−1)
α1 viαnv

2i
2αn) ≤ 0 for all 1 ≤ i ≤ n, and the

result follows by considering the possibilities vα1 ∈ {qb,−q−b}, vαnv2αn ∈ {qa,−q−a}, and
v2αn ∈ {qc,−q−c}.

Example 5.12. Combining Theorem 5.9 and Proposition 5.11 gives a very explicit classification
of the bounded modules MJ,v. For example, in type F4 the bounded representations are listed
below. We encode the representations by the Dynkin diagram of type F4 in which the nodes j ∈ J
are encircled. An encircled node j is white if ψJ,v(Tj) = −q−L(sj) and black if ψJ,v(Tj) = qL(sj).
Let L(si) = a if αi is short and L(si) = b if αi is long (thus L(s1) = L(s2) = b and L(s3) =
L(s4) = b). In some cases there are constraints on a/b for the representation to be bounded,
and these constraints are indicated under the diagram.

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦

◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ • ◦
a/b ≤ 2

• • ◦ ◦
a/b ≥ 4

◦ • ◦ ◦
a/b ≥ 1

◦ ◦ • •
a/b ≤ 1/2

◦ ◦ • ◦
a/b ≥ 2

◦ • ◦ ◦
a/b ≤ 1

• • ◦ ◦
a/b ≥ 5/3

◦ ◦ • •
a/b ≤ 6/5

5.3 The bound aJ,v

In this section we use the path formula (Theorem 4.13) to give an upper bound for the bound aJ,v̂
for the representations associated to the simplest weighted J-parameter system v̂ = (vα)α∈ΦJ

given by

vαj = −q−L(sj) whenever j ∈ J with 2αj /∈ ΦJ

vαnv2αn = −q−L(sn) if ΦJ is not reduced

v2αn = −q−L(s0) if ΦJ is not reduced.

With Convention 5.1 in force we have the following result.

Theorem 5.13. The bound of (πJ,v̂,MJ,v̂,BJ,v̂) satisfies aJ,v̂ ≤ L(w0).

Proof. By Theorem 4.13 we have, for w ∈ W̃ and u, v ∈ BJ,v̂,

deg[πJ,v̂(Tw)]u,v ≤ max{degQJ,v̂(p) | p ∈ PJ(~w, u) with θJ(p) = v}, (5.2)
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and by Proposition 3.16 we have

QJ,v̂(p) = Q(pJ)
∏

α−kδ∈Φ̃+

v
cα,k(pJ )
α−kδ (5.3)

for all J-folded paths p. It is well known that degQ(p′) ≤ L(w0) for all positively folded alcove
paths p′ (see [19, Lemma 7.7] or [16, Lemma 6.2]). Since the second term in (5.3) has degree
bounded above by 0 we have degQJ,v̂(p) ≤ L(w0).

5.4 Conjectures

The precise value of the bound aJ,v appears to be a very subtle statistic, and we conjecture
(based on the analysis in [16, 15] and the examples below) that it is intimately connected to
Lusztig’s a-function [22], Macdonald’s c-function [23], and Opdam’s Plancherel Theorem [26].
Again Convention 5.1 is assumed to be in force. Firstly, we believe that the upper bound L(w0)
for aJ,v̂ given in Theorem 5.13 applies more generally.

Conjecture 5.14. If (πJ,v,MJ,v,BJ,v) is bounded then the bound aJ,v satisfies aJ,v ≤ L(w0) with
equality if and only if J = ∅.

In fact, we shall state a considerably stronger conjecture giving a formula for aJ,v. For α ∈ Φ
we define qα ∈ Z[q, q−1] as follows. If Φ is reduced, let

qα = qL(si) if α ∈W0αi,

and if Φ is not reduced let

qα =


qL(si) if α ∈W0αi with i 6= n

qL(sn)−L(s0) if α ∈W0αn

qL(s0) if α is long.

Conjecture 5.15. If (πJ,v,MJ,v,BJ,v) is bounded then the bound aJ,v is given by

aJ,v = L(w0)− 1

2
deg

∏
α∈Φ

′ 1− q−1
α/2v

α∨

1− q−1
α/2q

−2
α vα∨

where
∏′ indicates that any factors in the numerator or denominator that are 0 are omitted.

We make the following conjecture, linking bounded representations to Lusztig’s a function
(see [22] for the definition of the a-function). In particular, note that Conjecture 5.16 combined
with Conjecture 5.15 give a conjectural formula for the value of Lusztig’s a-function at elements
w ∈W that are recognised by some bounded representation (πJ,v,MJ,v,BJ,v).

Conjecture 5.16. Let ΓJ,v be the cell recognised by the bounded representation (πJ,v,MJ,v,BJ,v).
Then

(1) Lusztig’s a-function satisfies a(w) = aJ,v for all w ∈ ΓJ,v ∩W .
(2) The set ΓJ,v ∩W is contained in a two sided Kazhdan-Lusztig cell of the weighted Coxeter

group (W,L).

Remark 5.17. It is not necessarily true that ΓJ,v equals a two sided Kazhdan-Lusztig cell. For
example, in Example 5.6(2) and (4) the set ΓJ,v is strictly contained in a two sided cell (see [16,
Figure 2] for the cell decomposition of G̃2).
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Example 5.18. Consider the case Φ = F4, with notation as in Example 5.12. Writing r = a/b,
the conjectural bounds aπ (from Conjecture 5.15) for a selection of the bounded representations
of F̃4 are as follows:

(1) ◦ ◦ • ◦ aπ = 2a+ 2b, 5a, 6a− b, 11a− 7b for r ∈ (0, 2/3], [2/3, 1], [1, 6/5], [6/5, 2].

(2) • • ◦ ◦ aπ = 4a+ 12b for r ∈ [4,∞).

(3) ◦ • ◦ ◦ aπ = −2a+ 11b, a+ 6b, 2a+ 3b for r ∈ [1, 5/3], [5/3, 3], [3,∞).

(4) ◦ ◦ • • aπ = 6a+ 4b, 9a+ 3b for r ∈ (0, 1/3], [1/3, 1/2].

(5) ◦ ◦ • ◦ aπ = 4a+ 12b, 6a+ 4b for r ∈ [2, 4], [4,∞).

(6) ◦ • ◦ ◦ aπ = 3a+ 6b, 11a+ 2b for r ∈ (0, 1/2], [1/2, 1].

(7) • • ◦ ◦ aπ = −2a+ 11b,−a+ 9b, 6b for r ∈ [5/3, 2], [2, 3], [3,∞).

(8) ◦ ◦ • • aπ = 3a, 5a− b, 11a− 7b for r ∈ (0, 1/2], [1/2, 1], [1, 6/5].

Thus Conjecture 5.16 predicts the existence of elements of the affine Weyl group of type F̃4 with
the above a-function values in the respective parameter ranges.

Proposition 5.19. Conjecture 5.15 implies Conjecture 5.14.

Proof. We have

∏
α∈Φ

′ 1− q−1
α/2v

α∨

1− q−1
α/2q

−2
α vα∨

=
∏
α∈Φ+

′ (1− q−1
α/2v

α∨)(1− q−1
α/2v

−α∨)

(1− q−1
α/2q

−2
α vα∨)(1− q−1

α/2q
−2
α v−α∨)

.

Suppose that α ∈ Φ0 ∩ Φ1 (that is, α/2, 2α /∈ Φ). Then qα = qa for some a > 0, and writing
vα
∨

= qk for some k ∈ Z gives

(1− q−1
α/2v

α∨)(1− q−1
α/2v

−α∨)

(1− q−1
α/2q

−2
α vα∨)(1− q−1

α/2q
−2
α v−α∨)

=
(1− qk)(1− q−k)

(1− qk−2a)(1− qk−2a)

Recalling the convention that any factors that are identically 0 are removed, it follows that

deg
(1− q−1

α/2v
α∨)(1− q−1

α/2v
−α∨)

(1− q−1
α/2q

−2
α vα∨)(1− q−1

α/2q
−2
α v−α∨)

=

{
|k| if 0 ≤ |k| ≤ 2a

2a if 2a ≤ |k|.

If α /∈ Φ0 ∩Φ1 (this only occurs in the non-reduced case) then we pair the four terms in the
product related to α and α/2 (if α ∈ Φ1) or 2α (if α ∈ Φ0). We may thus assume that α ∈ Φ0

(and so qα/2 = 1, qα = qL(sn)−L(s0), and q2α = qL(s0)), and the four terms combine to give

Cα =
(1− vα

∨
)(1− v−α

∨
)(1− q−1

α vα
∨/2)(1− q−1

α v−α
∨/2)

(1− q−2
α vα∨)(1− q−2

α v−α∨)(1− q−1
α q−2

2α v
α∨/2)(1− q−1

α q−2
2α v
−α∨/2)

=
(1− vα

∨
)(1− v−α

∨
)

(1 + qc−avα∨/2)(1 + qc−av−α∨/2)(1− q−a−cvα∨/2)(1− q−a−cv−α∨/2)
,

where a = L(sn) and c = L(s0). Recall that by Convention 5.1 we have a − c > 0. Writing
vα
∨

= q2k for some k ∈ Z then

degCα =


2|k| if 0 ≤ |k| ≤ a− c
|k|+ a− c if a− c ≤ |k| ≤ a+ c

2a if 2a ≤ |k|.
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In summary, once the terms in the product are suitably grouped together we may write the
product as

∏
α∈Φ+

0

′Cα where degCα ≥ 0 with degCα = 0 if and only if vα
∨

= 1. Thus

L(w0)− 1

2
deg

∏
α∈Φ

′ 1− q−1
α/2v

α∨

1− q−1
α/2q

−2
α vα∨

≤ L(w0)

with equality if and only if vα
∨

= 1 for all α ∈ Φ+
0 , which in turn forces J = ∅.

Theorem 5.20. Conjectures 5.15 and 5.16 hold in the following cases.
(1) All weighted affine Hecke algebras in the case J = ∅.
(2) All weighted affine Hecke algebras of dimension 1 or 2 (rank 2 or 3).

Proof. (1) follows from Example 5.7 and [14, Theorem 4.6], which shows that the set Γ from
Example 5.7 is the lowest two sided Kazhdan-Lusztig cell of (W,L), and it is well known that
a(w) = L(w0) for all elements of this cell.

(2) The cases Φ ∈ {A1,BC1,A2} are easy exercises and are omitted (see [19, Figure 1] and [22,
§7] for the decomposition of A2, A1, and BC1 into cells). Conjecture 5.16 for Φ ∈ {C2,BC2,G2}
follows from the results of [16, 15]. Thus it only remains to verify Conjecture 5.15 in the cases
Φ ∈ {C2,BC2,G2}.

Consider the case Φ = G2. The case J = ∅ is covered by (1). Suppose that J = {1}. The
only bounded representation with J = {1} has vα1 = −q−a, where we use the conventions of
Example 5.6 (L(s1) = a and L(s2) = L(s0) = b). Thus we have vα

∨
1 = q−2a and vα

∨
2 = −qa.

Since Φ∨ = ±{α∨1 , α∨1 + 3α∨2 , 2α
∨
1 + 3α∨2 , α

∨
2 , α

∨
1 + α∨2 , α

∨
1 + 2α∨2 } we have

∏
α∈Φ

′ 1− q−1
α/2v

α∨

1− q−1
α/2q

−2
α vα∨

=
(1− q−2a)(1− q2a)(1 + qa)4(1 + q−a)2

(1− q−4a)(1 + q−3a)2(1− q−2b)2(1 + qa−2b)2(1 + q−a−2b)2

Thus, since L(w0) = 3a+ 3b, we have

L(w0)− 1

2
deg

∏
α∈Φ

′ 1− q−1
α/2v

α∨

1− q−1
α/2q

−2
α vα∨

=

{
3b if a− 2b < 0

a+ b if a− 2b ≥ 0.

By [16, Theorem 7.10] these are equal to the bound of the induced representation π{1},v, con-
firming the Conjecture 5.15 in this case.

The case J = {2} is similar (using again the values of the bounds from [16, Theorem 7.10])
and we omit the details.

Consider now Φ = G2 and J = I = {1, 2}. By Proposition 5.11 there are three bounded
I-parameter systems. The case (vα1 , vα2) = (−q−a,−q−b) is clearly bounded by 0 and recognises
the trivial Kazhdan-Lusztig cell {e}. Consider the case (vα1 , vα2) = (qa,−q−b) (which is bounded
if and only if a/b ≤ 3/2). We have vα

∨
1 = q2a and vα

∨
2 = q−2b, and hence

∏
α∈Φ

′ 1− q−1
α/2v

α∨

1− q−1
α/2q

−2
α vα∨

=
(1− q2a)(1− q−2a+6b)(1− q4a−6b)(1− q−2b)(1− q2b)(1− q2a−2b)(1− q−2a+4b)

(1− q−4a)(1− q−6b)(1− q−6a+6b)(1− q−4b)(1− q2a−6b)

(with the convention on removing zero products if required). It follows that

L(w0)− 1

2
deg

∏
α∈Φ

′ 1− q−1
α/2v

α∨

1− q−1
α/2q

−2
α vα∨

=

{
3a− 2b if 1 ≤ a/b ≤ 3/2

a if a/b ≤ 1,
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agreeing with the bounds given in Example 5.6. Moreover, the cell recognised by this representa-
tion is given in Example 5.6, and by [16, Figure 2] these cells are contained in Kazhdan-Lusztig
cells for the relevant parameter values.

The case (vα1 , vα2) = (−q−a, qb) is similar, and we omit the details. Moreover, the analysis
for the cases Φ = C2 and BC2 is similar, using [15, Theorems 6.15, 6.21, 6.22], and we again
omit the calculations.

Remark 5.21. We provide some comments on the origin of Conjecture 5.15. Recall that for
a finite dimensional weighted Hecke algebra H0 the “canonical trace” Tr(

∑
awTw) = ae on H0

decomposes as a sum of irreducible characters as Tr =
∑
mλχλ where the elements mλ are

rational functions in q known as the “generic degrees” of H0 (see [12, Chapter 11]). There is a
connection between the generic degrees and Lusztig’s a-function, stated roughly that if w is in
the cell “corresponding” to λ then degmλ = 2a(w) (see [11]).

In the affine case, the decomposition of the canonical trace takes the form of an integral over
tempered representations of the affine Hecke algebra, and the generic degrees are replaced by
the “Plancherel measure”. The Macdonald c-function is (see Macdonald [23])

c(X) =
∏
α∈Φ+

1− q−1
α/2q

−2
α X−α

∨

1− q−1
α/2X

−α∨ .

By Opdam’s work [26, Theorem 3.25] the reciprocal of the term ψJ,v(q
2L(w0)c(X)c(X−1))′ (where

the prime indicates that any factors that are 0 on evaluation by ψJ,v are to be omitted) appears as

the mass of the character χJ,v of πJ,v in the Plancherel formula for H̃(L) (once the parameters q
and ζi are specialised appropriately and scalars are extended, see [16, §9.4] for further discussion).
Thus since

L(w0)− 1

2
deg

∏
α∈Φ

′ 1− q−1
α/2v

α∨

1− q−1
α/2q

−2
α vα∨

=
1

2
degψJ,v

(
q2L(w0)c(X)c(X−1)

)′
our conjecture can be seen as an affine analogue of the finite dimensional situation, giving
conjectural connections between Kazhdan-Lusztig Theory and Opdam’s Plancherel Theorem.

6 The case Φ = An with J = {1, 2, . . . , n− 1}
In this section we illustrate the theory in the case Φ = An with J = {1, 2, . . . , n − 1}. We will
apply Theorem 4.15 to prove Conjectures 5.15 and 5.16 in this case.

The only J-parameter system for which πJ,v is bounded is v = (−q−1)α∈ΦJ (see Theorem 5.9
and Proposition 5.11), and so the symbol v will be suppressed in the notation. Thus, for example,
we shall write πJ = πJ,v and $J = $J,v.

We have R[ζJ ] = R[ζ] where ζ = ζω1
J , since ζωiJ = ζi for 1 ≤ i ≤ n. Since yω1 =

w{2,3,...,n−1}w{1,2,...,n−1} = s1 · · · sn−1 we have

τω1 = tω1yω1 = (s0snsn−1 · · · s2σ)(s1 · · · sn−1) = s0σ,

where σ ∈ Σ is given by σsiσ
−1 = si+1 (with indices read cyclically modulo n + 1, and so in

particular sn+1 = s0).
The following choice of fundamental domain leads to a matrix representation with very

symmetric matrices.
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Lemma 6.1. The set Σ is a fundamental domain for the action of TJ on WJ .

Proof. We have W J = {e, sn, snsn−1, . . . , snsn−1 · · · s2s1}, and for 1 ≤ i ≤ n we compute

τ iω1
snsn−1 · · · sn−i+1 = σi,

hence the result

Fix the following order on the basis:

($J(Xσ−1), $J(Xσ−2), . . . , $J(Xσ−n), $J(Xσ−n−1)). (6.1)

For 1 ≤ i ≤ n+ 1 we have $J(Xσ−i) · Tw = $J(Xe) · Tσ−i(w)Xσ−i , and it follows that

[πJ(Tw)]i,j = [πJ(Tσ−i(w))]n+1,σ−i(j) for 1 ≤ i, j ≤ n+ 1. (6.2)

Corollary 6.2. The matrices for πJ(Ti), 0 ≤ i ≤ n, with respect to the ordered basis (6.1) are

πJ(Ti) =


−q−1Ii−1 0 0 0

0 0 ζ 0
0 ζ−1 q− q−1 0
0 0 0 −q−1In−i

 πJ(T0) =

q− q−1 0 ζ−1

0 −q−1In−1 0
ζ 0 0


where Ik is the k × k identity matrix, and ζ = ζω1

J .

Proof. This follows directly from Theorem 4.15.

Definition 6.3. Recall that W is the non-extended affine Weyl group. Let

Γ! = {w ∈W\{e} | w has a unique reduced expression}.

By [2, Chapter 12] for any Coxeter group (W,S) with weight function L = ` (equal param-
eters) the set Γ! forms a two-sided Kazhdan-Lusztig cell, and the right cells in Γ! are the sets
{w ∈ Γ! | DL(w) = s} for s ∈ S (with DL the left descent set). In type Ãn the elements of Γ! are
precisely the nontrivial elements with a reduced expression with no subwords sisj with mij = 2
or sisjsi with mij = 3 (by Tits’ solution to the Word Problem).

Remark 6.4. For irreducible affine Coxeter groups W the set Γ! is infinite if and only if W is
of type Ãn or C̃n (see [2, Proposition 12.1.14]). We expect that the techniques of this section
could be applied to the C̃n case, with the relevant set in that case being J = {2, 3, . . . , n}.

If x ∈ Γ! then the unique reduced expression of x is of the form sisi+1si+2 · · · or sisi−1si−2 · · ·
for some 0 ≤ i ≤ n (recall the indices are read cyclically). The final generator that appears in
the reduced expression will be important to keep track of, and so we denote

x↑i,j,` = sisi+1si+2 · · · sj
x↓i,j,` = sisi−1si−2 · · · sj

where ` = `(x) (note that many cycles are allowed in these expressions, and that there is a
compatibility condition between i, j, `, however this condition will not play a role). Sometimes
either the length or the final generator will not be important to keep track of, and in this case
we will abbreviate x↑i,j,` to x↑i,j or x↑i , and similarly for x↓i,j,`. Thus, for example, x↓5 represents a
work of the form s5s4s3s2s1s0snsn−1 · · · with no constraint on the length or final generator.

In the following lemmas we will be dealing with the combinatorics of alcove paths. We will
often start with a “straight” path p = si1si2si3 · · · , and produce the associated J-folded alcove
paths. We will often abbreviate notation and write p = i1i2i3 · · · . Moreover, we will use the
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following colour-coding to represent (partially) J-folded alcove paths: red for a bounce (hence
degree contribution −1 to QJ(p)), green for a fold (hence degree contribution +1 to QJ(p)),
and blue for a crossing (hence zero degree contribution). Parts of the path that remain black
are understood to remain “straight” (and hence may not be J-folded). For example, given that
p starts at e, the expression p = n(n− 1)n101234 represents a path where the first 4 steps
have been J-folded (a negative crossing, followed by a fold, a positive crossing, a bounce, and a
positive crossing), and the remaining 4 steps have not yet been folded.

Lemma 6.5. Let x ∈ Γ! and let p be a J-folded alcove path of type x. Then degQJ(p) ≤ 1 with
equality if and only if p has exactly one fold and no bounces. Moreover if 1 ≤ i ≤ n+ 1 then the
paths p of type x ∈ Γ! starting at σ−i with degQJ(p) = 1 are the paths

(1) p = (i− 1)i(i+ 1)(i+ 2) · · ·n12 · · · , and
(2) p = (i− 1)(i− 2) · · · 210n · · · (j + 1)j for some j.

Proof. We argue by induction on the length of the path, with the result clear for paths of
length 1. It is sufficient to consider paths starting at e, because starting at σ−i for some i is
equivalent to starting e and performing a cyclic shift of the generators of the expression x. Thus
we consider paths of x↑i and x↓i starting at e for each choice of 0 ≤ i ≤ n.

Consider first paths p of type x = x↑i starting at e. If i = 0 then p = 012 · · · consists entirely
of positive crossings staying in AJ , and hence is J-folded with degQJ(p) = 0.

If i = n then either p = n012 · · · or p = n012 · · · . In the first case the remainder of the
path consists entirely of positive crossings staying in AJ , and so degQJ(p) = 1 and the path
is as in case (1) of the statement of the lemma. We must show that in the second case the
degree is bounded by 0. In the second case the next n − 1 steps are forced bounces, giving
p = n012 · · · (n− 2)(n− 1)n01 · · · . The remainder of the path is a path p′ of type x↑n−1 starting
at sn. Note that τω1sn = s0σsn = σ, and so by the action of TJ on paths (see Lemma 3.9) the
path τω1 · p′ starts at σ and degQJ(p′) = degQJ(τω1 · p′) ≤ 1 (by the induction hypothesis).
Since QJ(p) = (−q−1)n−1QJ(p′) we have degQJ(p) ≤ 2− n ≤ 0 as required.

If i ∈ J then the first n − i steps are forced bounces, and so p = i · · · (n− 1)n012 · · · . The
remainder of the path is a path p′ of type n012 · · · starting at e, and by the i = n case in the
previous paragraph we have degQJ(p) ≤ i− n+ 1 ≤ 0.

Now consider paths p of type x = x↓i starting at e. If i = 0 then p = 0n(n− 1) · · · . The next
n−1 steps are necessarily bounces, giving p = 0n(n− 1) · · · 210n(n−1) · · · . The remainder of the

path is a path p′ of type x↓1 starting at s0. Since τ−1
ω1
s0 = σ−1 the path τ−1

ω1
·p′ starts at σ−1 and by

induction degQJ(p′) = degQJ(τ−1
ω1
·p′) ≤ 1. Then degQJ(p) = −n+1+degQJ(p′) ≤ 2−n ≤ 0.

If i = n then p = n(n − 1)(n − 2) · · · has each step negative and stays in AJ . Thus we
either have no folds, and so p = n(n− 1)(n− 2) · · · has degQJ(p) = 0, or we fold at some step.
Thus suppose that p = n(n− 1) · · · (j + 1)j(j−1) · · · 10n(n−1) · · · (possibly with multiple cycles
before the fold). Either the path terminates immediately after the fold (and so degQJ(p) = 1 and
p is as in case (2) of the statement of the lemma), or there is a sequence of forced bounces. In fact
the following n−1 steps (or up to the end of the path, whichever is first) are forced to be bounces.
To see this, one checks that snsn−1 · · · sj+1α ∈ ΦJ for α ∈ {αj−1, . . . , α1, ϕ, αn, . . . , αj+1}. Thus

p = n(n− 1) · · · (j + 1)j(j − 1) · · · 10n(n− 1) · · · (j + 1)j(j − 1) · · · .

The remainder of the path is a path p′ of type x↓j starting at sn · · · sj+1, and since τn−jω1 sn · · · sj+1 =

σn−j we use Lemma 3.9 and the induction hypothesis to give

degQJ(p) = 1− n+ degQJ(τn−jω1
· p′) ≤ 2− n ≤ 0.

Finally, if i ∈ J then p = i(i− 1) · · · 10n(n−1) · · · and we return to the i = 0 case, concluding
the proof.
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To avoid multiple subscripts (and superscripts in subscripts), we will abbreviate notation
and write

πJ(w) = πJ(Tw) for w ∈ W̃ .

Let Matn+1(Z[q−1]) denote the ring of (n + 1) × (n + 1) matrices with entries in Z[q−1]. For
1 ≤ i, j ≤ n + 1 let Ei,j be the (n + 1)× (n + 1) matrix with 1 in the (i, j)-th place, and zeros
elsewhere.

Corollary 6.6. We have

πJ(x↑i,j,`) ∈ qζ`−1Ei+1,j+1 + Matn+1(Z[q−1])

πJ(x↓i,j,`) ∈ qζ−`+1Ei+1,j+1 + Matn+1(Z[q−1])

Proof. This follows from Theorem 4.15 and Lemma 6.5 and the fact that in (1) of Lemma 6.5
we have wt(p,Σ)J = (`(p)− 1)ωn, and in (2) we have wt(p,Σ)J = (−`(p) + 1)ωn.

Lemma 6.7. Let 0 ≤ i, j ≤ n with mij ∈ {2, 3} and let wij be the longest element of the
parabolic subgroup 〈si, sj〉. Let y ∈ Γ! ∪ {e} and suppose that `(wijy) = `(wij) + `(y). Then

(1) πJ(Twijy) ∈ Matn+1(Z[q−1]), and
(2) if deg[πJ(Twijy)]k,l = 0 then k ∈ {i+ 1, j + 1}.

Proof. By (6.2) it is sufficient to prove the result for k = n + 1. That is, we must show that
if 0 ≤ i, j ≤ n with mij ∈ {2, 3}, and if y ∈ Γ! ∪ {e} with `(wijy) = `(wij) + `(y), then
deg[πJ(Twijy)]n+1,l ≤ 0 for all 1 ≤ l ≤ n+ 1, and if deg[πJ(Twijy)]n+1,l = 0 then either i = n or
j = n. By Theorem 4.15 we have

[πJ(Twijy)]n+1,l =
∑
p

QJ(p)ζ
wt(p,Σ)
J

where the sum is over paths p ∈ PJ(wijy, e) with θ(p,Σ) = σ−l. To fix notation, we will choose
the reduced expression wij = sisj or wij = sisjsi with j < i. It will turn out to be sufficient to
bound the degree of QJ(p) for each path p ∈ PJ(wijy, e) with the exception of case (4) below,
where cancellations come into play (meaning that the path-by-path degree is higher than the
degree of the associated matrix entry, and more care is required).

Let p ∈ PJ(wijy, e). Suppose first that mij = 3.
(1) Suppose that 1 ≤ j < i ≤ n − 1. Then p = ijiy. The remaining path is of type y ∈ Γ!,

and hence has degree bounded by 1 by Lemma 6.5, and hence degQJ(p) ≤ −2.
(2) Suppose that (j, i) = (0, 1). Then p = 101y. Let sr be the first generator in the unique

reduced expression for y, and write y = sry
′. Since wijy is reduced we have r /∈ {0, 1}.

If r 6= 2 or r 6= n then p = 101ry′ and degQJ(p) ≤ −1 by Lemma 6.5. If r = 2 then
p = 1012y′ and either y′ = 34 . . . or y′ = 10 . . .. In the first case all remaining steps are
positive crossings staying in AJ , and so p = 10123 . . . and degQJ(p) = −1. In the second
case we must have p = 10121 . . . and degQJ(p) ≤ −1 by Lemma 6.5. The case r = 0 is
similar.

(3) Suppose that (j, i) = (0, n). Then either p = n0ny or p = n0ny. In the first case
Lemma 6.5 gives degQJ(p) ≤ 0, and so consider the second case. Let sr be the first
generator in the unique reduced expression for y, and write y = sry

′. Since wijy is reduced
we have r /∈ {0, n}. If 2 ≤ r ≤ n − 1 then sϕαr = αr ∈ ΦJ and so s0sr /∈ AJ , giving
p = n0nry′ and so again degQJ(p) ≤ 0. If r = 1 then p = n0n1y′. Either y′ = 234 · · · or
y′ = 0n(n − 1) · · · . In the first case all remaining steps are positive crossings staying in
AJ , and so p = n0n1234 · · · with degQJ(p) = 0. In the second case since s0s1s0 /∈ AJ we
have p = n0n10n(n− 1) · · · and Lemma 6.5 gives degQJ(p) ≤ 0 as required.
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(4) Suppose that (j, i) = (n − 1, n). The possibilities are p = n(n− 1)ny, p = n(n− 1)ny,
p = n(n− 1)ny, or p = n(n− 1)ny. In the first case Lemma 6.5 gives degQJ(p) ≤ 0. In
the second case, with y = sry

′ as above, since r /∈ {n, n − 1} the next step is forced to
be a bounce, giving p = n(n− 1)nry′ with degQJ(p) ≤ 0. Thus consider the third and
fourth cases. Note that the initial segments n(n− 1)n and n(n− 1)n both end at e. Thus
for each p′ ∈ PJ(y, e) we have a pair of paths p1, p2 ∈ PJ(wn−1,ny, e) given by appending
each initial segment to the beginning of p′. Then

QJ(p1) +QJ(p2) = (q− q−1)QJ(p′)− q−1(q− q−1)2QJ(p′) = (q−1 + q−3)QJ(p′).

By Lemma 6.5 we have degQJ(p′) ≤ 1, and so the combined contribution to the matrix
entry [πJ(Twn−1,ny)]n+1,l (where σ−l = θ(p′,Σ)) has degree at most 0, as required.

Now suppose that mij = 2.
(5) Suppose that 1 ≤ j < i ≤ n−1. Then p = ijy, and by Lemma 6.5 we have degQJ(p) ≤ −1.
(6) Suppose that j = 0 and 1 ≤ i ≤ n − 1. Then p = i0y. Let sr be the first generator

in the unique reduced expression for y. Then r 6= 0, i (as wijy is reduced). If r ∈
{1, 2, . . . , n}\{1, i} then writing y = sry

′ we have p = i0ry′, and as in the previous case
the degree is bounded by −1. So suppose that r = 1. Then p = i01y′. Either y′ = 234 · · ·
or y′ = 0n(n − 1) · · · . In the first case all remaining steps are positive crossings staying
in AJ , and so we have p = i0123 · · · with degQJ(p) = −1. In the second case, since
sϕsα1ϕ ∈ ΦJ , we have p = i010n(n− 1) · · · . By Lemma 6.5 the degree contribution of the
remainder of the path is bounded by 1, hence degQJ(p) ≤ −1.

(7) Suppose that i = n. Then j ∈ J\{n− 1} (because the cases j = 0, n− 1 are impossible as
mij = 2). Thus sαnαj ∈ ΦJ and so p = njy or p = njy. In the second case Lemma 6.5
gives degQJ(p) ≤ 0 as required. Thus consider the first case. As before, let sr be the first
generator in the unique reduced expression for y, and write y = sry

′. Since wijy is reduced
we have r /∈ {j, n}. If r ∈ J then p = njry′, and so again degQJ(p) ≤ 0. If r = 0 then y′ =
123 · · · or y = n(n−1)(n−2) · · · and so p = nj0123 · · · or p = nj0n(n−1)(n−2) · · · . In the
first case the remainder of the path consists of positive crossings staying in AJ , and hence
degQJ(p) = 0. In the second case we have s0sn /∈ AJ and hence p = nj0n(n−1)(n−2) · · · ,
and again by Lemma 6.5 it follows that degQJ(p) ≤ 0.

Hence the result.

Corollary 6.8. Let x ∈ Γ! and y ∈ Γ!∪{e} and 0 ≤ i < j ≤ n. Let wij be the longest element of
Wij = 〈si, sj〉, and suppose that `(xwijy) = `(x)+`(wij)+`(y). Then πJ(Tw) ∈ Matn+1(Z[q−1]).

Proof. We have
πJ(Txwijy) = πJ(Tx)πJ(Twijy).

Let sr be the last generator in the unique reduced expression for x. By Corollary 6.6 we have
πJ(Tx) ∈ qζaEk,r+1 + Matn+1(Z[q−1]) for some 1 ≤ k ≤ n + 1 and a ∈ Z. Moreover, by
Lemma 6.7 πJ(Twijy) satisfies

πJ(Twijy) ∈
n+1∑
l=1

(flEi+1,l + glEj+1,l) + q−1Matn+1(Z[q−1]),

for some fl, gl ∈ Z[ζ, ζ−1]. Since `(xwijy) = `(x) + `(y) + `(wij) we have r 6= i, j, and hence
πJ(Tx)πJ(Twijy) ∈ Matn+1(Z[q−1]) as required.
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Corollary 6.9. If w ∈W\Γ! then deg π(Tw) ≤ 0.

Proof. The result is clear if w = e. If w 6= e choose any reduced expression for w, and write this
expression in the form w = y1w1y2w2y3 · · · ymwmym+1 where yk ∈ Γ! ∪ {e} and wk is either of
the form sts with mst = 3 or st with mst = 2. We have

πJ(Tw) = πJ(Ty1w1y2)πJ(Tw2)πJ(Ty3w3y4) · · · ,

and applying Lemma 6.7(1) and Corollary 6.8 to see that each matrix is in Matn+1(Z[q−1]),
hence the result.

The following theorem shows, in particular, that Conjectures 5.15 and 5.16 hold for the case
Φ = An and J = {1, 2, . . . , n− 1}. Recall the definition of leading matrices from Definition 5.3.

Theorem 6.10. Let Φ = An and J = {1, 2, . . . , n − 1}. Let F be any fundamental domain for
the action of TJ on WJ , and let Π = (πJ ,MJ ,BF).

(1) The matrix representation Π is bounded with bound aΠ = 1.
(2) We have ΓΠ = {wσ | w ∈ Γ!, σ ∈ Σ}.
(3) The leading matrices {c(w) | w ∈ ΓΠ∩W} form a basis of the Z-module Matn+1(Z[ζ, ζ−1]).

Proof. Corollaries 6.6 and 6.9 show for w ∈ W the degree of the matrix entries of πJ(Tw) is
bounded by 1, and that this bound is attained in the matrix πJ(Tw) if and only if w ∈ Γ!. Since
πJ(Tσ) is a monomial matrix with entries in Z[ζ, ζ−1] both (1) and (2) follow. The statement
(3) follows from Corollary 6.6.

References

[1] P. Abramenko and K. Brown. Buildings: Theory and Applications, volume 248. Graduate
Texts in Mathematics, Springer, 2008.
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