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Example: On a general surface in 3 -space, the condition is that the acceleration vector of the curve at each point be perpendicular to the surface's tangent plane at that point. (E.g., great circles on spheres.)

C. F. Gauss (1777-1855) took lengthminimizing as the definition of 'straight line' on a curved surface. His investigations led him to the discovery of nonEuclidean geometry, although he did not publish his results for fear of the controversy that questioning Euclid would arouse.

C. F. Gauss (1777-1855) took lengthminimizing as the definition of 'straight line' on a curved surface. His investigations led him to the discovery of nonEuclidean geometry, although he did not publish his results for fear of the controversy that questioning Euclid would arouse.

Gauss studied the properties of a surface $S$ in space that depended only on the length of curves in the surface, i.e., on the element of arc
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$$
d s^{2}=d x^{2}+d y^{2}+d z^{2}=E(u, v) d u^{2}+2 F(u, v) d u d v+G(u, v) d v^{2}
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in a local parametrization $(x(u, v), y(u, v), z(u, v))$ of $S$.
He proved (Theorem Egregium) that $K=\kappa_{1} \kappa_{2}$ can be computed using only $E, F$, and $G$ and that $K \equiv 0$ is the condition for local $(\bar{u}, \bar{v})$ with

$$
d s^{2}=d \bar{u}^{2}+d \bar{v}^{2}
$$

In local coordinates, the ODE for geodesics takes the form
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Natural question: Can we recover distances (up to scale) by knowing the shortest curves (i.e., geodesics)? I.e. do $a_{0}, a_{1}, a_{2}$, and $a_{3}$ determine $E, F$, and $G$ up to a constant multiple?

Answer: Not always. Central projection from the sphere to the plane takes great circles on the sphere to straight lines in the plane. So knowing which lines are 'straight' doesn't determine distance.

There is also the 'inverse problem': When do the solutions of an equation
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Theorem: (2009, B-,Dunajski, Eastwood) There are three conditions $D(a)=0($ of order 5$)$ and $E_{1}(a)=E_{2}(a)=0($ of order 6$)$ that must hold if the above equation describes geodesics of a quadratic form $d s^{2}$. Generically, these conditions are sufficient.
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Theorem: (2009, B-,Dunajski, Eastwood) There are three conditions $D(a)=0($ of order 5$)$ and $E_{1}(a)=E_{2}(a)=0($ of order 6$)$ that must hold if the above equation describes geodesics of a quadratic form $d s^{2}$. Generically, these conditions are sufficient.

Remark: The proof builds on ideas of S. Lie, R. Liouville, and É. Cartan, but carrying out the proof depended on a combination of modern symbolic manipulation techniques and twistor theory. Most importantly, it depends on being able to interpret the differential equations as geometric objects, so that $D, E_{1}$, and $E_{2}$ are, in some sense, curvatures of the 'projective structure' that the equation defines.
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$$
L(\gamma)=\int_{a}^{b} F\left(\gamma(t), \gamma^{\prime}(t)\right) \mathrm{d} t
$$

where $F: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ is a specified speed function. $(F(x, v) \geq 0$, usually.)
Different choices of $F$ define different $L$-minimizing curves, and hence different notions of 'straight line' (geodesics) and 'distance' between points.
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defines a length that is independent of parametrization, we must have

$$
F(x, \lambda \cdot v)=|\lambda| F(x, v)
$$

If we only care about orientation-preserving parametrizations, then it's enough to have

$$
F(x, \lambda \cdot v)=\lambda F(x, v), \quad \lambda \geq 0
$$

(We'll see why this is useful soon.)
Need some assumptions on $F$ so that $L$-geodesics have good properties. It's enough to assume that
(1) $F(x, v) \geq 0$ is smooth for $v \neq 0$ and
(2) $v \mapsto F(x, v)^{2}$ is strictly convex for each $x$.

The convexity condition means that the unit sphere $\Sigma_{x}$ at each point should be convex towards the origin:

$$
\Sigma_{x}=\{v \mid F(x, v)=1\} .
$$

A physical example: River navigation


Some shortest time paths on the river:
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In Euclidean geometry, there is a constant $c(\gamma, \rho)=c(\rho, \gamma)$ so that
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There are functions $c(\gamma, \rho)$ and $K(\gamma, \rho)$ so that

$$
d(\gamma(s), \rho)=c(\gamma, \rho) s\left(1-\frac{K(\gamma, \rho)}{6} s^{2}\right)+O\left(s^{4}, c(\gamma, \rho)^{2}\right)
$$

In general, $K(\gamma, \rho) \neq K(\rho, \gamma)$, and $K(\gamma, \rho)$ depends only on the oriented tangent of $\rho$ at $O$ and the plane spanned by the tangents to $\rho$ and $\gamma$ at $O$. For this reason, $K(\rho, \gamma)$ is called the flag curvature.

Again, shortest time paths on a river:


Upstream: $K>0$
Downstream: $K<0$

## Starting from an off-center point:



Starting on one bank:


The effect of non-reversability:


The shortest path from A to B may not be the shortest path from B to A.
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In this case, Riemann showed that $K(\rho, \gamma)$ depends only on the plane spanned by the tangents to $\rho$ and $\gamma$ at $O$. He also showed that, for each constant $C$, there is a unique Riemannian $n$-space $M_{C}^{n}$ for which $K(\rho, \gamma)=C$ for all geodesic angles. There is always a coordinate chart so that
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Riemannian geometry and its cousin, Lorentzian geometry, have turned out to have many applications in mathematics and physics, from General Relativity to the solution of the Poincaré Conjecture and many more besides.
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However, as Jesse Douglas showed, when $n>1$, not every system of the above form gives the geodesics of some functional $F$. Thus, the inverse problem is not always solvable.

This is an active area of research, even today. The problem is how to recognize when a given 'path geometry' can described as the shortest paths according to some metric. While there has been recent progress in describing the differential invariants of a path geometry, using those invariants to describe the variational path geometries remains elusive.
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There are now excellent books on the subject, including recent ones by David Bao, S.-S. Chern (who strongly promoted Finsler geometry in the past 20 years), and Zhongmin Shen.
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On the other hand, by (B-,1998), up to diffeomorphism, there is an infinite-dimensional space of Finsler metrics on the 2 -sphere with $K \equiv 1$, including a 10 -dimensional space of such metrics whose geodesic tracks are the standard great circles on the 2 -sphere.

Classification of the complete Finsler metrics with $K \equiv C$ remains a challenge.
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2. Metric differential geometry (D. Bao, Z. Shen)
3. Symplectic geometry and dynamical systems (A. Katok, P. Foulon)
4. Integral geometry and integral transforms (V. Guillemin)
5. Zoll metrics and projective structures (C. LeBrun, L. Mason)
6. Exotic Holonomy (B-)
7. Exterior differential systems (B-)
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A Finsler structure on $M^{n+1}$ is determined by its set of 'unit vectors'
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is a smooth embedding. It pulls back the Liouville form to be the Hilbert form $\omega$, a contact form on $\Sigma$.
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A Finsler structure on $M^{n+1}$ is determined by its set of 'unit vectors'

$$
\Sigma^{2 n+1}=\{v \in T M \mid F(v)=1\} \subset T M
$$

aka the 'tangent indicatrix'.

The local convexity hypothesis implies that the Legendre transform

$$
\lambda: \Sigma \rightarrow T^{*} M
$$

is a smooth embedding. It pulls back the Liouville form to be the Hilbert form $\omega$, a contact form on $\Sigma$.

The Reeb vector field $E$ of $\omega$ (i.e., $\omega(E)=1$ and $d \omega(E, \cdot)=0$ ) defines the geodesic flow of $\Sigma ; Q^{2 n}$, its space of integral curves, is the space of geodesics; and $d \omega$ is the pullback to $\Sigma$ of a symplectic form $\Omega$ on $Q$.

Meanwhile, Chern (1943), using Cartan's method of equivalence, constructed a canonical Riemannian metric $d s^{2}$ on $\Sigma$ that generalized the known one in the case that the Finsler structure is Riemannian.
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$$
\left(\Sigma^{2 n+1}, d s^{2}\right) \longrightarrow(Q, g)
$$
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is a Riemannian submersion and $(Q, g, \Omega)$ is Kähler (i.e., holonomy $\mathrm{U}(n))$.

However, there is a finer structure on $Q$ : If $\ell \in Q$ is a geodesic in $M$ and $x \in \ell$ is a point, then the set $Q_{x} \subset Q$ of geodesics through $x$ is an $\Omega$ Lagrangian in $Q$ passing through $\ell$. The tangent planes $T_{\ell}\left(Q_{x}\right)$ for $x \in Q$ define an $S^{1} \cdot \mathrm{SO}(n)$-substructure $B$ of the $\mathrm{U}(n)$ structure defined by the Kähler structure.

Finally, while the $S^{1} \cdot \mathrm{SO}(n)$-substructure $B$ on $Q$ has torsion, it underlies an $S^{1} \cdot \mathrm{GL}(n, \mathbb{R})$-structure $\hat{B}$ on $Q$ that is torsion-free.

Finally, while the $S^{1} \cdot \mathrm{SO}(n)$-substructure $B$ on $Q$ has torsion, it underlies an $S^{1} \cdot \mathrm{GL}(n, \mathbb{R})$-structure $\hat{B}$ on $Q$ that is torsion-free.
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Corollary: (B-) There exist torsion-free $S^{1} \cdot \mathrm{GL}(n, \mathbb{R})$-structures with full holonomy in dimension $n$ that are not symmetric.
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## Theorem: (B-)

(i) For a generic Finsler structure with $K \equiv 1$, the torsion-free $S^{1}$. $\mathrm{GL}(n, \mathbb{R})$-structure $\hat{B}$ on $Q$ has full holonomy equal to $S^{1} \cdot \mathrm{GL}(n, \mathbb{R})$.
(ii) If $\hat{B}$ on $Q$ is a torsion-free $S^{1} \cdot \mathrm{GL}(n, \mathbb{R})$-structure on $Q$ whose $S^{1}$ curvature form is a positive $(1,1)$-form, then $\hat{B}$ comes from Finsler structure with $K \equiv 1$ by the above construction.

Corollary: (B-) There exist torsion-free $S^{1} \cdot \mathrm{GL}(n, \mathbb{R})$-structures with full holonomy in dimension $n$ that are not symmetric.

Remark: This was a holonomy in even dimension that had been previously believed not to exist because it was missed in the holonomy classification project.

